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W are in the mdst of a crisis in the deploynent and use of
conputers, and it is getting worse every day. Qur systens are not
secure. They are considerably | ess secure than the paper systens
we still use, and that are rapidly being replaced. Wrse, we are
not taking steps to shore up the infrastructure or systens, and we
are negl ecting the educati on necessary to base such inprovenents
upon. Unl ess we devote the resources necessary to inprove conputer
and network systens, and to educate conputer scientists,
operators, and users in INFOSEC, the edifice we have so

pai nst aki ngly constructed will collapse, precipitating a crisis of
confidence, trust, and reliance. The threat to our security as a
nation is considerable; the threat to our individual privacy and
identity even greater

In this talk, | will explore the role of I NFOSEC education in this
crisis. I will discuss why we should care, where we are now, where
we shoul d be heading, and of fer concrete suggestions about how to
get there.

First, a conment about the topic. In what follows, | consider the
conputer security aspects of |INFOSEC. | NFOSEC, a portmanteau for
“information security,” is actually much broader; but ny main

interest is protecting the informati on on conputers, and the
conputers thensel ves. The greatest threats arise in that arena,
due to the marriage of technology to the informati on managenent
systens and techni ques.

The | nportance of Conputer Security

First we nust ask what, exactly, is conputer security? The stock
definition is that “a systemis secure if it conforns to a stated
policy that defines what is allowed and what is disallowed” (the
security policy). But this statenent does not adequately convey
the conplexity of the problens of providing | NFOSEC.

The World Wde Web provi des numnerous exanpl es of how conplex this
issue is. Recently, the Social Security Admnistration nmade its
dat abase of earnings avail able over the Web. By giving a nanme, an
address, a social security nunber, and the nother’s nai den nane, a
user coul d access his or her past earnings as recorded by the
Social Security Adm nistration, and obtain information about their



account. WAs this secure? According to the Social Security
Adm nistration, it was; the data was protected by passwords
(ot her’ s mai den nane). According to many others, it was not,
because the passwords were easily determned. In the end, the
Social Security Adm nistration took the database off |ine.

El ectronic mail is another exanple where different definitions of
“security” affect the analysis. If the mail contains passwords,
financial data, or expressions of |ove or hate, “security” neans
keeping the contents of the message confidential. If the mai
contains information the accuracy of which is critical, such as
nmedi cal data or contract information, “security” requires that the
contents be unalterable while the letter is in transit; it my
also require that the sender of the letter can be established to a
hi gh degree of accuracy. The flip side occurs when a sender

wi shes to remai n anonynous, such as the student who sent a
threatening letter to President Cinton. |I’msure he thought

el ectronic mail had a serious security problemwhen the Secret
Servi ce showed up at his door and informed himthey had traced the
“anonynous” letter.

Determ ning how to secure a given system in a given environnent,
requires analyzing the situation to determ ne what “security”
nmeans. Fromthat, one can design and inplenment procedures,
prograns, and technol ogies to provide a | evel of security
conformng to the needs of the system

Sone nore exanples will nake this point clearer. A vendor designs
and i npl ements a new conputer system Wat role does security
play? Cearly the vendor wants to provide sone mni mal |evel of
security, but what is that |evel and how does it inpact the use of
t he systen? One school of thought is to provide nechani sns, but
initially disable the nechani sns, and the managers and users can
enabl e on those they want. A d versions of the UNI X system were
distributed with this phil osophy (by default, anyone could wite
anything). A second approach is to pick sone particular policy and
configure the nmechanisns to enforce that policy. As an exanple,
one vendor sells two different types of conputer systens. The
newer version is set to distrust other hosts on its network
initially. The older version is set to trust all hosts on its
network. In both cases, “the network” nay well be the Internet.
Now, the conpany at one point reconfigured the ol der version to
distrust all hosts by default, but the outcry from snal

busi nesses was so great that the decision was reversed. The
problem it turned out, was that small busi nesses used | ocal

net wor ks not connected to the Internet, and when they installed
the systens, no other systemon the network could talk to it. The
busi nesses did not have the expertise to fix the problem and so
conplained. This is a classic exanple where one sense of security
(“integrity”) is hanpered by the need for another sense of
security (“availability”). Wich decision was better fromthe
poi nt of view of security?



CGo further down to the nature of the environment in which a system
was devel oped. One often hears that “the UNI X operating system was
not designed with security in mnd.” That’'s actually not true.

The UNI X system was designed in a research |ab, where the only
“security” necessary was to prevent one user fromaccidentally

del eting another user’s files. Gven that (loosely stated) policy,
the UNI X systemis quite secure. But then the UNI X system noved
out into less friendly environnments, in which attackers could (and
did, and still do) exploit flaws in programs or configuration
errors to acquire privileges. In such an environnment, the conment
about UNI X not being designed with security in mnd is quite
correct.

My point is that conputer security is nore than mechani sns and

mat hematics. It includes being able to analyze a situation to
figure out what constitutes security, being able to specify those
requi rements, being able to design a systemor programto neet

t hose requirenments, being able to inplenment the systemor program
correctly, and being able to nmake configurati on and nai nt enance

si npl e.

Now, how well do we do this, in practice? As the above exanpl es
showed, rather poorly. I'Il not el aborate on the Social Security
fiasco, other than to say at |east the designers tried to foll ow
t he above steps; their security nodel of the Internet, or of
Anerican citizens, was flawed. At |east with paper mail, responses
could be sent to a particular address (that of the person about
whomthe information is requested); on the Internet, this
protection is inpossible. Wth respect to electronic mail, the
student who threatened President Cinton clearly could not figure
out that the inplenentation of electronic mail failed to provide
what he expected in the way of security. And the vendor who
configured systens to trust all hosts on the network did not
adequat el y anal yze the assunptions nmade in assessing the trust

bet ween system conponents and the humans who woul d use and
adm ni ster them thereby violating the principle of psychol ogi ca
acceptability [4].

Nowhere do we see our failures better than in the inplenentation
of conmputer systenms. As |’'I|| discuss later on, witing high-
quality code is an art that all too few students ever see, and
even fewer ever master. This |ack shows in the systens we depl oy.
How many of you have ever been on a system where the screen
display is replaced by a huge list of nunbers, letters,

and tabl es of dots? How nmany knew your gooses were cooked at that
time? You're not alone. A study of utility prograns on UN X
systens [3] showed that, given randominput, about one-fourth to
one-third of the prograns dunped core. In 1 case, the kernel

pani cked, crashing the systeml That’s inexcusable, sloppy
programm ng, and has serious consequences. |n cases involving
security, program crashes or incorrect behavior are not bugs; they
are security holes. And nost breaches of security are caused

ei ther by poor progranm ng or by inproper configuration.



Poor programmng is a generic problem because it causes security
fl aws under nost definitions of “security.” If you | ook at the
USENET newsgroups and traffic on the security-related mailing
lists, nmost security holes reported recently arise frombuffer
overflows; the attackers alter data, or change the contents of the
program stack causing the programto execute machi ne-| anguage
routines stored on that stack (or el sewhere in nmenory). Checking
buf fer bounds is sinple. True, it costs a bit nore, but the cost
is negligible conpared to the effects of the failure to check the
bounds. Al so, |I’ve never seen a study show ng exactly how nuch
over head was added by the checking; | suspect it is considerably

| ess than nost people think. Before this, race conditions were the
rage. Wiat will be next? I wish | knew

| nproper configuration is arguably the user’s, or system

adm nistrator’s, fault. But why do such configuration probl ens
arise? Configuration is often a very conplex matter, and affects
not only the part of the system being configured but also its
interaction wth the rest of the system Mst users and system
adm nistrators sinply do not have the tine, the experience, or the
know edge to consider all the ramfications of their
configurations. So they do not configure, and trust the vendor’s
configuration. O they do what seens reasonable to them But often
the vendor’s configuration is for a different environnent (as in
the trust exanple above) or is counter-intuitive and wi thout
sanity checks. A perfect exanple of the latter is a programthat
manages cached DNS data. This data is critical to the correct
functioning of the Internet, as it stores host nanme and | P address
associations. Data renmains in the cache for a period of tinme set
ina configuration file; this length of time is stored as an

i nteger nunber of seconds. Mst fol ks, for whatever reason, seem
tothink it is a nunber of mnutes or hours, so they put a

fl oati ng-point nunber in the field. Say they want to purge the
data after 30 mnutes. If expressed as 0.5, the programreads the
“0”: as the integer, ignores the “.5”, and sets the tine-out to O.
This neans that the data is never renoved fromthe cache, which is
not what the admnistrator intended -- and constitutes a security
hazard. Now, how hard woul d doing a sanity check on the
configuration nunber, and checking for a floating point nunber,
have been? It’s the “weakest |ink” phenormenon -- even if you
configure 99.5% of your system conmponents correctly, the remaining
0.5% usual |l y | eaves you vul nerable to attack. That these |inks are
so weak is in part due to a failure to understand how critical
sinplicity and verification of configuration data is.

Al this relates to | NFOSEC educati on because it suggests a
failure somewhere. Not enough conputer scientists, system

adm ni strators, and programmers are | earning about comnputer
security. Mre know edge and understandi ng of the basics of
conputer security, and an ability to apply these principles and
techni ques, would aneliorate the sorry state of security greatly.
So, what can we do? How can we inprove this situation? A good
place to begin is with the current state of | NFOSEC educati on.



Were W Are in | NFOSEC Educati on

I n academ a, research and teaching go hand-in-hand, and it is not
surprising that the four |argest academ c groups in | NFOSEC
security al so have the | argest concentration of students and
faculty in this area. Wile their research overl aps somewhat,
each group has carved out a general, unique niche.

The Conputer Security Laboratory at the University of California
at Davis has research projects in network security (including the
security of the network infrastructure), testing and verification
nmet hodol ogi es, intrusion detection, vulnerabilities analysis,
policy, and auditing. The COAST Laboratory at Purdue University
focuses on host security, intrusion detection, audit technol ogies,
and conputer forensics. The Center for Secure Information Systens
at CGeorge Mason University conducts research in formal nodels,

dat abase security, and authentication technol ogies. The Center for
Crypt ography, Conputer, and Network Security at the University of
Wsconsin in M| waukee focuses on the application of cryptography
and cryptographic methods and their extensions. Wile there are
ot her groups working on conputer security in academ a (at the
University of Idaho, CMJ, MT, the University of Texas, the
University of Maryland, |daho State University, and Portland State
Uni versity), the research prograns of these four groups are the

| ar gest.

Cene Spafford presented sone statistics worth repeating in his
February 1997 Congressional testinony [6]. Over the last five
years, these four academ c institutions granted 16 Ph.D.s for
security-related research. (Incidentally, 7 cane from UC Davi s.)
O these graduates, three went into academa. In the same tine
period, about 50 masters’ students graduated. But these nunbers,
whil e reveal ing, convey only a very snmall part of the current
state of conputer security education

Sone aspects of conputer security education are handl ed very
wel |, sonme noderately well, and still others poorly. To understand
the nature of the weaknesses and strengths, let’s consider two
different | evels of | NFOSEC education: graduate and undergraduate.

At the undergraduate | evel, teachers tend to focus nore on
appl i cations of principles and operational concerns rather than

t he derivation and deep anal ysis of those principles thensel ves.
Those are di scussed, but teachers show the students how to apply
the principles in very different and inportant situations. At this
| evel , conputer security is typically added to existing courses.
For exanpl e, nost books on operating systens devote a chapter or
two to issues of information protection, and networking cl asses
enphasi ze the need for good cryptographic protocols.

Unfortunately, nost of this information is presented as an adj unct
to the main topic of the course and driven by that topic, so there
islittle unity in the material anong classes. That is, the
operating systemclass will use principles of operating systens to



drive the security mechani sns and techni ques di scussed, and the
di scussi on of | NFOSEC security in a networking class draws upon
principles of networking far nore than principles of security.

This is unfortunate because students who take those cl asses cone
out with a distorted view of conputer security. They do not
realize that general principles guide the design of security
nmechani sns; that in both operating systenms and networks, policy is
central to the definition and inpl enentati on of conputer security;
and that the classes are exploring two different views of the sane
fundamental subject. As a result, INFOCSEC security is seen as nuch
nore ad hoc than it is. Wen these students graduate and begin
working in the field of computer science, they will not be able to
apply the principles of security to their tasks unless the issues
of security arise in the contexts of operating systens or

networks. Even then, if the context is very different fromthat in
whi ch the issues arose in class, the students nmay have trouble
with the security aspects of their task!

A cl assic exanple arises fromnetwork security. Network security
is in large part based upon cryptography, mainly because the
conmuni cati ons nedi a cannot be secured; you can only protect the
crypt ographi ¢ keys at endpoints. One nmaj or corporation, which
supplies Wrld Wde Wb browsers, understood this very well, and
used the powerful RSA cipher to protect data that needed to be
secured. So far, so good. But they overl ooked the issue of key
generation. The “unbreakabl e’ ci pher was broken in mnutes by a
coupl e of graduate students who figured out how the keys were
generated, and sinply began regenerating the cryptographic keys
until they found ones that deciphered the nmessages correctly! This
type of attack is rarely discussed in networking classes, yet it
is a greater threat than failures in the cryptographic protocols.
Are we contributing to the existing state of security by the way
in which we teach it?

Superficiality seenms to be comon in supporting disciplines such
as conputer security. As another, rel ated exanpl e, consider the
di sci pline of programm ng. Everyone knows that undergraduates are
taught a progranm ng | anguage in their first progranmm ng cl ass.
But when do they learn howto progran? Progranmmng is not sinply
witing code in response to an assignnent, or even to a

speci fication. Progranmng is crafting a programthat neets the
speci fications, and does nore -- it handles errors properly, it
checks for potential problens, and basically enbodi es the four
basi c principles of robust code [2]:

1. Be paranoid about code you did not wite, including library
routines; expect themto fail

2. Assune maxi mum stupidity; if youre witing a function, assume
the caller will pass invalid paraneters or bogus data.

3. Don’t hand out dangerous inplenments; don't let the caller see
what your internal data structures are, and take pains to
protect themfroma malicious caller



4. Wrry about cases that “can’t happen;
| east expect it.

they will, and when you

A second course in progranm ng should hammer these rules into the
students. But ny experience is that nost students do not get
taught these rules in such a way that they routinely apply them
This opinion is reflected in Winberg's Second Law. “if builders
buil't buildings the way progranmers wote prograns, then the first
woodpecker to come al ong woul d destroy civilization.”

Under gr aduat es who wi sh to study conmputer security are generally
rel egated to graduate courses or independent study courses. Very
f ew under graduat e conputer security courses are taught now. UC
Davi s introduced one this year, and it was wildly successful in
part because it stressed applications nore than theory. (The
availability of security-related jobs didn't hurt, either.) The
nost popul ar part seened to be the | ectures and assignnents on
witing secure code; the course eval uations showed that the
brevity of this part was the maj or conpl aint!

The purpose of a graduate education is to stretch the current
state of the art and the current state of know edge. So at the
graduate | evel, classes focus on deriving, arguing, proving, and
extrapol ating from fundanental principles and results and
extendi ng the underlying theory than applying it. Application is
di scussed when it shows interesting ramfications of the theory,
or leads to interesting and novel extensions. Many of the above
conments apply to these classes, the major difference being that a
nunber of academ c institutions have graduate-|evel classes
concerned with various aspects of conputer security: introductory
cl asses, classes focusing on public policy and busi ness, on fornal
nmet hods, on dat abases, on cryptography, on intrusion detection,
and on any particular subfield of interest to a faculty nenber.
Classes at this level are far nore flexible than undergraduate

cl asses, and far nore nunerous.

Graduat e education typically focuses on the design and

speci fication of secure systens, and their devel opment. The study
of multi-level security still constitutes a major part of graduate
cl asswork, because so nmuch research has been done in that area;
information flow, covert channels, fornmal nodels of security and
integrity, and trusted conputing bases all enbody fundanental
principles of security. However, students do not |earn nuch about
how to anal yze exi sting systens; they nmay study the theory behind
penetration testing, or the basic nodels of vulnerability

anal ysis, but they rarely put these ideas into practice by testing
an existing system or nodeling one.

G aduat e educati on beyond the Master’s level (and sonetinmes at the
Master’s |l evel) involves nore than classes, of course. It also
requires research. For a naster’s degree, the research nust
contribute to the state of the art in sone way, and for a
doctorate, the research nust extend our understandi ng of sone
aspect of security, or deepen our understanding. In other words,



it must be original and contribute to the body of know edge
constituting the field of | NFOCSEC

Academ c conputer security research is excellent inits

expl oration of principles. However, performng the inplenmentations
and testing, or experiments, to support the research is often a
problem Institutions suffer frominadequate or outdated

equi pnent. Two exanpl es should suffice. At UC Davis, we are
conducting research in the network infrastructure, specifically
attacks on routers, but so far all our router-related experinents
have been through simulation. One router conpany has generously
offered to let us come and use their |abs, but as the conpany is
over 2 hours away, and considerable set-up is required, this is an
option we can use only occasionally. Having a router in the |ab
woul d all ow us to experinment nmuch nore quickly, thereby speeding
the course of the research. As anot her exanple, our

vul nerabilities anal ysis project requires experinmenting on a w de
variety of conputers, so we can determ ne howto build system

i ndependent tools to detect potential problens. Thus far, we have
only two types of systens on our network, so we cannot test or
port our tools to other systens. This |limts the range of our
tools, and our ability to test themthoroughly enough to validate
sone aspects of the underlying theory.

Laboratories do not run on research alone; an infrastructure
(adm ni strative support, systemadmnistration, and so forth) is
necessary. To sone extent, departnents try to subsidize this, but
nmy experience is that departnments do not have fundi ng adequate for
their own needs, let alone those of a growing, or mature, research
| aboratory. To make this personal, we recently cobbl ed together
funds from9 different governnent grants to hire an adm ni strator
(actually, a technical assistant). This anmazing and dynam c

i ndi vi dual has taken over a lot of the adm nistrative work Karl
Levitt, our postdocs, our graduate students, and | used to do.
Now, | only spend 8 hours a week doing adm ni stration (report
witing, not working on papers or ny book; sending information to
potential sponsors and current sponsors; preparing the non-

techni cal parts of grant proposals; photocopying; scheduling
nmeetings; updating sand installing systemsoftware; sone web page
designing; and so forth); the adm nistrator has taken over the
rest. Wth nore admni strative support, | could cut this tinme in
at least half, and Iift nuch of the burdens of system nai nt enance
fromthe graduate students (we don’t have a system administrator).
| do begrudge the use of that time; | understand the work is
necessary, but others could do it, and probably rmuch better than
the graduate students and | could. We'd rather be teaching or

r esear chi ng!

Academ c institutions excel at teaching principles in conputer
security courses. They do not teach conputer security adequately
as a supporting discipline in other courses, because the teachers
who teach the | essons, and the authors who wite the books, focus
on those aspects of conputer security that affect their subject.



Further, the gap between design and inplenentation is not covered
well, even in nost conputer security courses.

In terns of research, the work that is done is high quality, but
because of |ack of necessary equi prent and | ack of adequate
infrastructural support, the research proceeds nore slowy than
necessary, and is perforned on equi pnment that is not state of the
art. To enphasize this: the problemis not the theory or
nodel i ng, or the experinmentation to support them it is that the
experimentation is often done via simulation rather than directly
on hardware or systenms with the characteristics under study. The
work is good, but doing it is frustrating, and inplicitly it
assunes that the sinulations are correct.

This very brief survey outlines the current state of | NFOSEC
education and research in the academ c setting. To see how to
improve this situation, or if inprovenment beyond the obvious is
needed, consider what the current practice should be.

Wher e | NFOSEC Devel opnent Shoul d Be

The conventional wisdomis that we need to advance our
under st andi ng of nodeling, security theory, and policy in order to
i nprove the state of conputer security drastically. Wile | agree,
| think this m sses one obvious point. W don’t use what we know
already, in either the procedural or technical arenas.

Thi nk about it. A buffer overflow occurs when you wite beyond the
end of an array; this can cause the programto stop, or it may
sinply alter data unrelated to the buffer. W have known how to
handl e buffer overflows since at |east the early 1960s. Conpilers
can generate code to check bounds. If that's too inefficient,
segnented architectures provide a systemoriented nmechani smfor
preventing overflow make the buffer occupy a single segnent. I|f
you overflow, a segnentation trap occurs. The Burroughs systens of
that time strictly delineated instructions and data; building that
into the systemwoul d al so prevent many of these types of attacks.
This is not new technology; it’'s old technol ogy. The same hol ds
for other flaws.

In fact, we recycle flaws as if we forgot about them In the UN X
arena, a flaw that occurred in 1993 (and woul d conprom se a
systen) was the sane as one found in 1983; the only difference was
t he nane of the programinvol ved, and how the fault was triggered.
Another flaw, in an inplenentation of the Network File System
protocol, was exactly the same as a flaw found in the 1970s in the
pagi ng of a Burroughs system As Yogi Berra said, “it’s déja vu
all over again!” The noral? W don’t learn fromour errors. W\
nmust do so!

W al so do not use what we have | earned. O ear statenents of
policies and specifications aid inmeasurably in the design cycle,
because they highlight the assunptions about the environnment in



whi ch the progranms will function. They also present the goals of
the programor systemclearly, and the constraints under which it
nmust function. Even if these stated informally, the designers will
know what is expected, and can design towards that goal. The goals
and constraints can include security matters; for exanple, if the
programw ||l be witing sensitive data, confidentiality and
integrity constraints should be stated explicitly. This serves two
functions: to quantify the security desired sonmewhat, and to
provide a netric for subsequent testing. But how often do

speci fications include this information?

Such inmprovenents in the practice of design nethodol ogy woul d
reduce the nost pernicious, and enbarrassing, part of conputer
security for vendors: the cycle of catch-and-patch. In this cycle,
soneone catches a security flaw. After considerable work, the
vendor distributes a security patch. The patch typically addresses
the specific flaw reported. Then the vendor |earns of another
security flaw. Qut goes another patch. Parts of the systemare
becom ng increnentally nore secure in that single flaws are being
fixed, but never is the design checked, or the flaws | ooked at as
a whole, so other simlar flaws go undi scovered. This is not cost
effective -- the paynment for security is increnental, and at the
end, rather than up front. Wrse, the patches may introduce new
security holes, or aggravate the security problem (as at |east one
vendor discovered, to its enbarrassnent!)

Learning fromthe past, and pl anni ng desi gns thoroughly, wll
substantially inprove out | NFOSEC capability. There is nore we can
do, though.

W need to learn how to build nore precise nodels. Currently our
security-rel ated nodels are crude, to say the | east. W can node
sone aspects of systens designed for security fairly well, because
t he hi erarchical design nmethods require a nodel fromwhich the
design is drawn. But nodeling the security aspects of existing
systens is a nightnmare. Wrse, nodeling is al ways done at an
abstract level. Details deened irrelevant to the purpose of the
nodel are elided or ignored. Unfortunately, in conputer security,
the flaws often lie in those details. The Trusted Conputer System
Evaluation Criteria of the Departnent of Defense captures this
quite well; the class Al, while requiring formal proofs at the
speci fication and design level, requires only that the “[trusted
conputi ng base] inplenentation nmust be informally shown to be
consistent with the [formal top-level specification]” [1]. The
next section, discussing what |ies beyond Al, includes fornal
verification of the inplenentation at the software and hardware

| evels. Currently such verification is not practical. It needs to
becorme practical, if not directly then through techni ques such as
property-based testing.

Jereny Frank made an interesting and perceptive observati on about
this. The nodels we build often hide the problens, rather than
reveal them For exanple, we did sone work that showed how to
derive criteria for auditing froma system nodel, and then



instantiated it using the Network File Systemas an exanple. This
wor k ski pped over the deeper question of how to create the nodel
fromwhich the derivation could be done. It’s not intuitive,
because part of the analysis is to determ ne what constitutes a
transfer of information. Qur work assuned this was known. But

gi ven a conpl ex enough system building a nodel that correctly
captured all such flows could be difficult and the nodel ers woul d
be likely to m ss something. Perhaps techniques akin to software
slicing could hel p here.

W need to study the formul ati on and i npl enentati on of policy.
This includes the areas of audit analysis, configuration
managenent, distribution of code and configuration data, and the
devel opnent of nodul ar techni ques for enforcing and defi ning

pol i cy.

But the nost inportant aspect of |INFOSEC security is people.
Progranmers nmake m st akes. Qperators nmake m st akes. Users nake

m st akes. W need to build systens that reduce the probability of
human errors, and to mnimze the effects of those errors. In
essence, we nust conbine the fields of cognitive nodeling, human
factors, and organi zational dynamcs with the disciplines of

sof tware engi neering and formal nethods. W must understand how
these errors occur, and why. Little to no work has been done in
this area.

To sumari ze:

W need to integrate security into all aspects of conputer
sci ence educati on.

* W need to learn fromour mstakes, and not repeat the errors
fromthe past.

* W need to inprove how we design systens and prograns to account
for security constraints, and we need to reduce the nunber of
security patches necessary.

* W need to learn how to abstract nodels that nore precisely
reflect the characteristics of the system

* W need to grasp the subtleties of policy nore conpletely, and
provi de nechani sns for enforcing it with greater precision and
conpl et eness.

* W need to understand how humans interact with systens, how
security problens arise fromthis interaction, and use this

know edge to build systens that mnimze the possibility and
effects of errors.

So we know where we want to go. How do we get there?

How to | nprove | NFOSEC Educati on: Meeting the Chal | enge

To neet these chall enges, we nust inprove both the quality and
del i very of conputer security education. W need to see conputer
security not sinply as a separate discipline, but as a multi-

di sci plinary science which includes el enents of operating systens,



net wor ki ng, dat abases, the theory of conputation, progranmm ng

| anguages, architecture, and human/ conputer interaction. The body
of know edge nust be incorporated as appropriate into these

di sci plines.

As an exanpl e, consider a second course in programmng; this is
typically a course in software devel opnment. W can begin to
educate students in conputer security at this stage, wi thout even
referring to that discipline! For exanple, a policy provides
design constraints, so in the introductory class, we sinply state
the requirements of the programand the constraints under which it
will function. W let the students figure out the infornmal

speci fication, and require themto argue that their design neets
t he specification. By teaching robust progranmm ng, inplenentation
probl enms such as argunent checking, buffer overflows, and

val idation of input data beconme part of witing good code and are
not separate aspects of witing secure prograns. By spending tine
on the role of testing, we inbue students with the idea that
systens nmust be validated. My point is that with a little
creativity, we can aneliorate the problem of poor code in
security-sensitive software.

The probl ens at the advanced undergraduate and graduate | evel are
nore conpl ex. Universities and col | eges provide grounding in
principles, theory, the ability to anal yze probl ens and potentia
solutions, and finding or predicting future problens. Wile

i ndustry and governnent are interested in these, their needs are
nore i mredi ate. They want students to be educated in the systens

t hey use. They want students who can apply technol ogy to problens,
and either solve themor figure out what new technology will solve
the problens. At first glance, these roles seemcontradictory. On
reflection, they are conpl enentary.

The nost effective way to teach principles is to help the students
di scover those principles. Rather than sinply stating the idea,
enabl e the students to use systens enbodying the idea they are to
| earn. For exanple, the concepts of nmulti-level security are
sinple in principle, but their use raises a host of other
guestions invol ving psychol ogi cal acceptability, usability,

i npl enentation, and so forth. Wat better way to answer these
guestions than to give the students exercises on such a conputer
syst enf

This is where the marriage of industry, governnment, and academ a
can drastically inmprove | NFOSEC education. Students |earn that
security cannot be provided -- indeed, defined -- in a vacuum

Real problens set paraneters for applying existing theory and
nodel s, testing them and determ ning their useful ness. The
environnent in which the problemarises sets constraints for
solutions. Wrking with these problens teaches students to anal yze
not just technical issues but al so non-technical issues and

i nfl uences. They bring together nmultiple types of problens in a
singl e situation, and show how t hey affect one another. They show



how noney, how ri sk managenent, and how risk mtigation al
i nfl uence the design and i npl enentati on of conputer systens.

Consider the Wrld Wde Wb. The sinplest solution to the threat
of malicious downl oadabl e execut abl e code, such as conputer
viruses, is to disallow such dowl oads. That is not practical --
non-techni cal considerations suggest that, regardl ess of what is
done, people will always down | oad Java applets or ActiveX
prograns. So, let’s nodify that solution -- force the browser to
ask the user whether the downl oad shoul d proceed. In theory,
great; in practice, nost people will always say “yes” or call the
vendor and ask how to disable that darned warning. Ckay, since
that won’t work, how about a “sandbox”, where the downl oaded
programis executed in a contained environment? Great idea in
theory, but in practice, the construction of a universal sandbox,

designed to neet all local policies is inpossible. Then let’s
change ... but you get the idea.
Academ a is changing -- slowy, but changi ng nonet hel ess. Academ c

institutions encourage work on problens that are presented as ill-
defi ned or anbi guous problens; part of the challenge of the
research is to make the problens well defined. And institutions
are changi ng the standards by which they eval uate faculty;

al t hough the aphorism “publish or perish” is still true,
experimental disciplines in conputer science are becom ng accepted
as bona fide disciplines, even though they lead to fewer papers

t han nore theoretical research

Academ a has a duty to educate people so that they can contribute
via industry, governnent, or academ a. Mst academ cs, and
academ c institutions, take this duty very seriously -- it’s an
integral part of why we're in academ a, and resisting the |ures of
nore noney el sewhere. W | ove to teach; we want our research to be
useful . But we need hel p.

* W need nore industry and government participation in selecting
research topics. Nothing is nore frustrating than solving a
problem only to find it is not really a problem or the “rea
wor | d” version of the problemhas additional constraints that
change the approach drastically. Ways to do this are through
partnerships with industry in which we discuss problens and
possi bl e approaches, and work together to solve them through
i nternshi ps, where nenbers of industry conme to academ c
institutions for a period of tinme to teach and work on projects
wth students, and where faculty and students go to industry for
periods of tine to work on problens of interest to the industry.
One of the nost common conplaints of students is the | ack of
“real world” experience, and of industry and governnent is that
the students lack “real world” experience. These nmeasures woul d
provi de them

W need long-termfunding to provide a stable base for our
research. Short-termresources for tackling particul ar problens



are hel pful, but the distraction of attenpting to find funds to
continue our work, and to build a long-termresearch program is
a drain on our resources. The lack of any infrastructure support
aggravates this situation; in order to hire an adm nistrative
assistant, we had to get approval fromthe sponsors of the 9
grants fromwhich we drew funds. W're still short-handed. This
is a conplaint common to the four major labs, and trying to nake
up for the Iack of support drains energy and time from our

resear ch.

More inportantly, a stable funding base would give industry,
government, and the nation a set of resources upon which they
could draw wi t hout having to start from scratch. The inportance
of this cannot be underestimated. This base of research and
know edge can provide help and research results to deal with the
crisis, and to solve the problens causing the crisis.

* W need state-of-the-art equipnment. Qur students |earn conputer
science by experinmentation and using systens as well as from
| ectures and books. The better the equi pnent, the better they
will learn, and the less industry and governnent will need to
train them And the nore directly applicable our research wll
be.

* Industry and government should fund “blue sky” research and | ong
term directed research. Blue sky research is specul ative; it
may succeed, it nmay fail, but the body of know edge that cones
out of it will advance the field in sone manner. Renenber
failure can be just as strong a result as success. Long-term
research would allow us to turn our academ c resources to
probl ens that we coul d study thoroughly and attenpt to solve in
a nunber of different ways. Both these suggestions woul d produce
an i mreasur abl e amount of research and schol arshi p, upon which
short-termprojects could be built.

* Finally, industry and governnent should realize that demanding
short-termdeliverabl es such as software takes academ a into an
arena it was never nmeant to be in. Prototypes are built to test
theories; they are in no sense production quality code, and
of ten use designs unacceptable to production environnents.
Renmenber the software engi neering adage “build the first one to
t hrow away, and the second one to test and anal yze?” A prototype
is the first or second inplenentation. Once the theory is
val i dated, industry should take the results and re-engineer the
systemto neet its specific needs, for its specific environnent.
Focus on the research and the results gleaned fromit; we're
very good at doing that. That's what we can contribute to
| NFOSEC r esear ch

W have to adapt. W no |onger have the luxury of fielding systens
wi t hout thinking about security issues. Wrking together,

academ a, industry, and government can inprove the state of

| NFOSEC security education and research. But the neltdown point,



the point at which the conputer infrastructure is about to fall
apart, to becone Bal kani zed through attacks, is al nost here. W
need to act, and act now.

Everyone benvans the sorry state of conputer security; so far,
fewer seemwi lling to provide the resources to deal with the
fundamental research necessary to inprove the state. W shoul d
take a |l esson fromthe Good Doctor, Dr. Seuss, who wote a

wonder ful book about a youngster running away fromhis troubles to
Solla Sollew, the |land where there were no nore troubles. But
after a long journey, he realizes he will never get there. So he
returns hone [5]:

But 1’ ve bought a big bat
|"mall ready, you see;

Now ny troubl es are going
To have troubles with ne!

May we have the wisdomto deal with our I NFOSEC troubles in the
sanme way.
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