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Brightness
comes
in
people, too.

New ideas often come with explosive
suddenness in the computer business.
But fast or slow, bright ideas are the most
valuable commodity in the design of

better products. If a company is to enjoy
growth, strength and stability in the com-
puter field, it must understand this.

Such understanding has ted Varian Data
Machines to ideas like the 520/i low-cost,
communication-oriented digital com-
puter; the 620/i ruggedized computer for
hazardous environments; small store

and VersaSTORE |V core memories as
well as read-only memories; and the new
520/DC data concentrator.

Ideas. From R&D through engineering
and programming to manufacturing,
quality control and service, our people
have one continuing objective: develop
the concepts, the products and the cus-

tomer service organization that will
continue to make us the big company in
small computers.

U.S. Sales Offices: Downey, San Diego, San
Francisco, Calif.; Washington, D.C.; Atlanta,
Ga.; Chicago, Ill.; Waltham, Mass.; Ann Arbor,
Mich.; New Rochelle, Syracuse, N.Y.; Fort
Washington, Pa.; Dallas, Houston, Tex. Other
offices worldwide.

Varian Data Machines, a Varian subsidiary,
2722 Michelson Dr., Irvine, Calif. 92664,
Telephone: 714/833-2400.

varian _
data machines

The Big Company in Small Computers
CIRCLE 1 ON READER CARD

Exploding match
head, magnified
x10. When the
chemistry’s right,
the results can be
dramatic. The right
chemistry and the
right people pro-

L duce dramatic




PRESENTING THE

TALLY
BATCH
TERMINAL

Everybody who types already knows how to run
the fastest batch terminal on the market. As a non-
labor byproduct of your regular office typing
routines, data is entered on the Tally 1021 Batch
Terminal.

At the end of the day or any other convenient time,
you can transmit at 1200 words per minute to any
size computer. The Tally 1021 Batch Terminal gives
you full error control, variable record length, reuse-

See us at SUCC

lt’s the onei\
You already know
llow to run.

able media, two way communication, code flexibil-
ity, simplicity of operation, proven reliability, and
operating economies. Options include computer
interface, paper tape reader, cardreader, and com-
puter compatible mag tape recorder.

Your Tally Batch Terminal comes with the works,
all tape formatting, parity checking, switching, and
tape control functions. As a matter of fact, all you
add is the girl.

TALLY

For complete information, please write or call Tally Corporation, 8301 South 180th Street, Kent, WA 98031. Phone (206) 251-5500. TWX
910-423-0895. Or contact one of the regional offices: New York: 45 N. Village, Rockville Centre, NY 516-678-4220.' Chicago: 33 N.
Addison Rd., Addison, IL 312-279-9200. Seattle: 8301 South 180th St., Kent, WA 206-251-5500. England 6a George Street, Croydon,

Surrey (01) 686:6836.
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Among Sanders wares,
“anyware’ is what separates us
from so many of our competitors.
Particularly when it comes to
service. One of our 40 service
locations is close enough to put a
Sanders field engineer in your
office in (at the very worst) just .
hours. A man who was trained by
us and works for us. Who feels the
same responsibility toward
customers that we feel.

- ‘Anyware” means experienced

SALES GFFICES: ATLANTA/ BGSTON/ BUFFALG/T

See Sanders at SJCC booth 2900

AR
AILAGU

570 \4
MINNEAPOLIS/NEW YORK/PHILADELPHIA/PITTSBURGH/

SANGErs
totalaata
systems

systems analysts in each of our

24 sales locations. And systems
engineering professionals that can
put Sanders hardware-and
software to work on your data
handling problems whatever—and
wherever —they are. '

And Sanders is growing.
We've gone from 22 to 40 service
locations in a single year. There'll
be more, of course. When we
design and sell a system, we want
to make sure it keeps going.

Otherwise it's "noware’”’

And that reminds us too
much of the competition.

For information, get in touch
with our Marketing Manager: Data
Systems Div., Sanders :

Associates, Inc.,
Daniel Webster
Highway South,

SA| A

Nashua, N.H.
03060; Tel.

(603) 885-4220.

SANDERS

ASSOCIATES, INC.

*TM Sanders Associates, Inc.

CINCINNATI/CLEVELAND/CORAL GABLES/DALLAS/DENVER/DETROIT/HARTFORD/HOUSTON/LOS ANGELES/

HMOND/SAN FRANCISCO/SEATTLE/WASHINGTON, D.C./MONTREAL/TORONTO, AND HITCHIN, HERTS, ENGLAND
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THE

RELIABLE

TWO

CMC MODEL 19
TAPE READER

o Bi-directional

Reads 60 Characters
Per Second

Reads Standard 5, 6, 7 or
8-channel Paper Tape

Spooling Provided for
Supply and Take-up in
Both Directions

STARWHEEL SENSING
OUTPUT—CONTACT CLOSURES

CMC MODEL 18
TAPE READER

" e Uni-directional
e Reads 30 Characters
Per Second

CMC Tape Readers are Value En-
gineered for Economy, Reliability,
Performance and Simplicity of oper-
ation. You get High Dependability at
Low Cost. Other Models also avail-
able for special applications. Call or
write for further information.

COMPUTER
MECHANISMS

CORPORATION

493 WASHINGTON AVE. « CARLSTADT, N.J. 07072
(201) 438-1770 USA.
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'3 days
of
peaceful

demonStratlonS of ADR’s Propnetary

Software Products. Including the improved 1970 Autoflow?® Three times
more comprehensive than the original version. Over 1,000
installations across the country. ADR constantly improves Autoflow
in order to give you the most efficient programming management
tool possible. While you're sitting in, make sure you see

SAM, Librarian, ROSCOE, IAM, PiSort and STAR, some of the more
advanced products available in the software industry today.

You'll see how to get the most out of your programmers. How to
save time. Money. And hours of frustration. Peaceful demonstrations
will be held at Booths 4406-4408 at the Spring Joint Computer
Conference in Atlantic City. For additional information

and literature and a demonstration on your own computer,

call the nearest Applied Data Research office.

o
A
Applied Data Research,Inc. Route 206 Center, Princeton, N.J.08540

ADR's wh olly owned sales subsidia yDta&lnf rmto Pod cts, has offices across the country. You'll find them listed in the white pages of the phone
directory in these cities: AtI nta, Boston, Chicago, Cinci , Clevelan d Da Ilas Detot Hartford, Hou st , Kansas City, Los Angeles, Memph , Milwaukee,
Minneapo I , Ne wYo k, Phi ladelph Ptt burgh, R lei gh Roch te St. Louis n Francisco, Washingto DC. ;
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If you think DIGITAL
only makes small
computers, how come
the PDP-10 runs an
entire brass plant—
matching customer
orders with inventory,
analyzing spectrometer
samples, scheduling 300
products through six
finishing machines, and
even calculating truck
loads to minimize
shipping costs?

All simultaneously.

PDP-10:

Interactive time-sharing, batch
processing, and real-time operations
simultaneously. 3 levels of monitors.
Re-entrant software. Seven user
languages. On-line debugging.
Modular expansion. All forms of
buik storage. Communications
equipment. Real-time interfaces.
Write for a brochure.

DIGITAL EQUIPMENT CORPORATION,
Maynard, Massachusetts, Telephone:
(617) 897-5111 / ALABAMA, Hunts-

Chicago / MASSACHUSETTS, Cam-
bridge and Maynard / MICHIGAN, Ann
Arbor / MINNESOTA, Minneapolis /
MISSOURI, St. Louis / NEW JERSEY,
Parsippany and Princeton / NEW
MEXICO, Albuquerque / NEW YORK,
Centereach (L.1.), New York City, and
Rochester / NORTH CAROLINA,
Chapel Hill / OHIO, Cleveland and
Dayton / PENNSYLVANIA, Philadeiphia
and Pittsburgh / TENNESSEE, Knox-
ville / TEXAS, Dallas and Houston /
UTAH, Salt Lake City / WASHINGTON,
Seattle / AUSTRALIA, Brisbane, Mel-
bourne, Perth, and Sydney / CANADA

g

VITIE 7 CALIFORNIA, Anaherm, Los
Angeles, and Palo Alto / COLORADO,
Denver / CONNECTICUT, New Haven /
DISTRICT OF COLUMBIA, Washington
(College Park, Md.) / FLORIDA, Cocoa /
GEORGIA, Atlanta / ILLINOIS,

CIRCLE 20 ON READER CARD

Edmonton, Alberta; Carleton Place,
Ottawa; Toronto, Ontario; and

Montreal, Quebec / ENGLAND, London,
Manchester, and Reading / FRANCE,
Paris / GERMANY, Cologne and
Munich / HOLLAND, The Hague /
ITALY, Mifan / JAPAN, Tokyo /
SWEDEN, Stockholm / SWITZER-
LAND, Geneva
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AN INTRODUCTION TO THE ILLIAC IV COMPUTER, by David

E. Mcintyre.
The ILLIAC IV will have 256 processors, each faster than a CDC 6600 in certain
operations and able to operate simultaneously.

THE PARALLEL AND THE PIPELINE COMPUTERS, by William
R. Graham.

A comparison of design techniques, in terms of execution time and efficiency. .

THE IBM 360/195 IN A WORLD OF MIXED JOBSTREAMS, by
Jesse O. Murphey and Robert M. Wade.

This large-scale computer can handle a wide range of internal operations at high
average speeds.

THE CDC 7600 AND SCOPE 76, by Thomas H. Elrod.
Development of the 7600 required specialized software to carry out the implica-
tions of distributed computing.

MOTHER GOOSE—ANOTHER GANDER, by Edmund Conti.
MORMONS ADAPT COMPUTERS TO GENEALOGY, by Hoyt

Palmer.
Computers help the Mormons trace their ancestry in order to seal their families
into eternal relationships.

THE FUTURE ROLE OF MAGNETOOPTICAL MEMORY SYS-
TEMS, by R. P. Hunt, T. Elser, and I. W. Wolf.

Research at Ampex indicates that magnetooptic readout-laser beam recording
systems can provide significantly higher packing densities.

SOME NOTES ON PORTABLE APPLICATION SOFTWARE, by
Trygve Reenskaug. '

Some practical advice on transferring programs from one computer to another.

WALL STREET AUTOMATION: A PRIMER, by George Schussel
and Jack May. ,

Informatics Inc. has developed a third-generation system for Dean Witter &> Co.,
to handle the large increase in securities trading.

OCR IN NO MAN’S LAND, by Edward H. Utley.

The Marines have converted from keypunching to OCR for keeping track of its
men.

THE SERIES DATA MANAGEMENT SYSTEM, by David C.
McElroy.

A detailed look at a modular approach to data management systems.

THE CENTRAL PROCESS COMPUTER APPROACH, by Robert
J. Matherne.

A system for economically controlling the processes of a large chemical plant is
described.

TACPOL—A TACTICAL C&C SUBSET OF PL/l, by Herman Hess
and Charles Martin.

Litton Systems managed to develop and implement a PL/I subset processor in
less than a year.

THE U.S. BUDGET AND THE COMPUTER, by Forest W. Horton,
Jr.

Computers have only been in for two years at the Bureau of the Budget, but
they survived the change in administration.

THE RIGHT OF PRIVACY AND MEDICAL COMPUTING.

A conference report.

NEWS SCENE

The stock market lurch and continued tight money give some mainframers pause
. . . University computing centers feel the pinch of reduced federal support . . .
Facilities management and what’s it all about . . . DPMA and ACM and the U.S.
Office of Education don’t agree on school accreditation . . .

SPRING JOINT COMPUTER CONFERENCE. A special section.

The conference particulars, new product preview, and session summaries . . .
should be of interest even if you're not going to the show.

SYSTEM SPOTLIGHT

Nuclear physicists at the University of Kansas use an IBM 1800 to monitor their
four million clectron volt Van de Graaff accelerator.



XDS introduces
an amazing

operating system

for1972.
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Most amazing of all,
it's available in 1970.

In another couple of years our Universal Time-sharing
System (UTS) may not be entirely unique.

By then it’s quite possible that there will be other
systems which will accommodate 128 concurrent on-
line users.on Sigma-sized computers. Or that will
allow you to change usage parameters dynamically,
while the system is running, to suit your varying oper-
ating conditions.

But evenin 1972 it may be hard for you to find a sys-
tem in the Sigma class that will carry on time-sharing,
batch and real-time operations all at the same time.

Because to do all three at once, you need a com-
puter with a hardware memory map, a multi-level,
direct response, hardware interrupt structure, rapid
access data files (RADS), multiple memory ports and
other features we designed into Sigma specifically
for UTS.

Of course, you can wait till 1972 and
see what you can get from our compe-
tition. Or you can install a Sigma with
UTS and get a jump on yours. B Coninda oo
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be

time sharing expert.

It is estimated that there will be over 30,000 time sharing
terminals in use by the end of this year. Yours may be one of
them. If so, you will be called upon to make objective recom-
mendations involving over 200 companies offering time sharing
services. You’ll need comprehensive, objective facts. And you’ll
need them in a hurry.

Where will you get them? Commercial time sharing is
growing at such a phenomenal rate that information over three
months old is already obsolete! The fact” of the matter is:
there just hasn’t been an unbiased, in-depth study available on
time sharing. Until now.

AUERBACH Time Sharing Reports now answers your need
to know. Tt puts at arm’s reach all the facts you need to be
your own time sharing expert. This unprecedented service not
only acquaints you with every major aspect of time sharing
but keeps you up to date through quarterly supplements. It's
a user’s guide, reference source, and evaluation tool—all su-
perbly edited and organized in a single two-volume set.

The basic reports detail each commercial time sharing service
offered, describing system characteristics, user support, appli-

AUERBACH Info. Inc. 121 North Broad St.
Philadelphia, Pa. 19107 (215-491-8359)

[J Please send me complete information and sample
pages from AUERBACH Time Sharing Reports.

[] Please have your representative call me at

cations and languages, terminals and service fees. Also in-
cluded are AUERBACH’s world acclaimed comparison charts
to aid you in performing your own evaluation on the basis of
cost-performance and service data.

Try matching these exclusive Reports features against any
periodical or hardbound publication in the field:

e Detailed reports for each company offering time sharing
services

A tutorial on time sharing

State-of-the-art reports

A review of the economics of time sharing

Business and computational application systems
Libraries available for time sharing

Time sharing evaluation techniques
® Interface equipment and terminals
Take the first step toward becoming a time sharing expert.

Fill out the coupon and be “in the know” on the fastest grow-
ing development in computer technology.

e

SJCC Booth
1601-1602

(Your Name)

(Business Organization or Institution)

(City)

(Phone)
(Title)
AUERBACH
Info. Inc. @
(State) Zip) First with the last
word on computers
TS-104

— — — — — — — — i — e S i W b Wt o Wit S o o Wt
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Eliminate Costly “Middlemen” Through Data Collection

Accuracy, Reliability, Flexibility . . . easy .

words to describe a centralized source data
collection system ... hard to fulfill. That’s
where we’ve built our niche. By delivering
the complete management control tool for
business and industry. By developing a
system of centralized data collection that
gathers data from its source . . . from the
man on the job. We’ve eliminated time

delay. We've reduced the chance of human
error. We've deleted operator mistakes.

If you’re looking for an accurate, reliable
and flexible system to collect data ... one
that will give you timely information that
will allow you economical use of modern
computers and data processing systems. . .
we should get together. Lots of claims?Let

us prove them.Write /or call 303,/466-7333.

cororano (lll |

INSTRUMENTS

ONE PARK STREET « BROOMFIELD, COLORADO 80020 » {303} 466-7333

April 1970
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There are a lot of software companies around who
have made compilers. One here. Two there. Maybe,
if you count the little one that didn’t work too well,
three. But Digitek is the commanding leader of the
compiler business. We've written more compilers
than any other software company. Something like
fifty-five at this writing. We've written compilers
for almost every major language and for some
minor ones. We’ve written big ones and little ones,

DIGITEK

.fast ones and not so fast ones, expensive ones and

inexpensive ones. So when you need a compiler,
go to the company that knows its way around.
Digitek. And if you need some references, ask the
man who owns two.

Digitek has just completed an easy-to-read, easy-to-
understand USA FORTRAN Manual. It’s yours, free,
just by writing Digitek. On your company letterhead,
please.

4818 Lincoln Blvd., Marina del Rey, Calif. 90291 (213) 823-6361

Digitek
makes
more than
compilers.
It makes

12 CIRCLE 172 ON READER CARD
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There are two things you can do
to combat static electridty:

Tell everybody
in your
computer room:
tostand
perfectly till.

fendur
thir coupon.
and

find out about
Armstrong

Datatile.

V)
IEEEEEEEEESEEEEEEEEEEEEENEEEEEENEEEESAEEEEEEEEEEEEEEEEER

This coupon will get you a booklet with detailed informa-  Armstrong Cork Company
tion about Armstrong DATATILE: the first anti-static vinyl- 8304 Indian Road
asbestos surfacing for access floors. Lancaster, Pa. 17604

DATATILE dissipates accumulated static without hazard. ~ Please send me a copy of your DATATILE BOOKLET. Thank you.

. . N
DATATILE meets the strict requirements of leading com- ame

puter manufacturers’ recommendations. Company
Street

DATATILE looks good, is durable, easy to maintain, and
economical. City

(Armstrong

DATATILE CIRCLE 181 ON READER CARD




- from our
reprint departmen

Datamation In preparation

V. 1-3, under the title Research & Engineering
V. 1-14. Chicago, 1955-1968

Paperbound set U.S. § 470.00
V. 1-6, 1955-1960 each U.S. § 25.00
V. 7-14, 1961-1968 each U.S. $§ 40.00

Other reprints in the field of data-processing

Bit. Nordisk tidskrift for
informationsbehandlung Available

An English-language journal edited by

Prof. Carl Erik Froberg and published by the
Department of Numerical Analysis of the
University of Lund '

V. 1-7. Copenhagen, 1961-1967

Paperbound set U.S. $ 105.00
In reprint: .

V. 1-5, 1961-1965 each U.S. § 15.00
In original:

V. 6-7, 1966-1967 each U.S. § 15.00

Revue frangaise d’information
et de recherche operationnelle

Available
Before 1966 under the title
Revue francaise de
recherche operationnelle
V. 1-11. Paris, 1956/57-1967
Paperbound set U.S. § 220.00

In reprint:
V. 1-7, 1956/57-1963 each U.S. § 20.00

In original:
V. 8-11, 1964-1967 each U.S. § 20.00

From our Publishing Department

ER-Elektronische Rechenanlagen

Available
V. 1-9. Miinchen, 1959-1967
Paperbound set U.S. $ 153.00
In reprint:
V.7, 1965 U.S. § 17.00

In original:

V. 1-6, 8-9, 1959-1967 each U.S. § 17.00
Er-Elektronische Rechenanlagen ist eine Zeit-
schrift fiir Technik und Anwendung der Nach-
richtenverarbeitung in Wissenschaft, Wirtschaft
und Verwaltung

File organisation

Selected papers from file 68,
an LA.G. conference

Occasional publication no. 3
IFIP Administrative Data Processing Group
(I.A.G.)

Amsterdam, 1969, 395 pages, illustrations
U.S. § 27.50

Literature on automation Available

IFIP Administrative Data Processing Group
V. 1-7. Amsterdam, 1961-1967

With cumulative index covering 1961-1965
Paperbound set U.S. § 255.00
Individual vol., paperbound ~ U.S. § 35.00

* Cumulative index 1961-1965 U.S. $ 10.00

Literature on automation is a monthly abstracts
periodical in four languages on new literature,
books, articles, reports etc.

Working papers of the IFIP
seminar in ADP

This is a selection of the papers delivered at the
Seminar in Administrative Data Processing, or-
ganised on behalfof the International Federation
for Information Processing, by the IFIP Tech-
nical Committee for Education and the IFIP
Administrative Data Processing Group in Lon-
don 1967 '

Edited by B. V. de G. Walden and A. A. M.
Veenhuis. Amsterdam, 1969, four volumes bound

in two U.S. $§ 38.50

14

S

SWETS & ZEITLINGER

keizersgracht 487 - amsterdam - the netherlands
telephone: 020-223.226 - cable address: swezeit - telex: 14.14.9

19 waterloo avenue - berwyn, pa., 19312 - u.s.a.
telephone: 215-644-4944 - telex: 084-5392 - twx: 510-668-5481
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All Printouts, that is!
Wilson Jones FANGER Binders

in 6 colors reacly for cdelivery now.

With built-in retractable hangers. Nothing more to add

loading of 147” X 11" (or smaller) unburst marginal-
punched sheets, they can be hung in Wilson Jones
“Data-Racks,” ‘‘Data-Centers,” and ‘“‘Data-Stations,” as
well as other suspension housing equipment.

Get the Hang of It today...Immediate delivery from your

Office Products or Data Processing Supply Dealer’s
Stock. Or write for full information.

...nothing more to buy. The fastest, most convenient |

method of binding and suspending EDP printouts. | WILSON JONES, Dept. D-4 |
EASY TO LOAD—Bind “tab” sheets in exactly the } vl i
same way as in all other WJ Nylon Post Binders. | i
EASY TO USE—Just extend the slide hangers for | [°2% send me complete information on your new Nylon Post |
suspension; push them in, out of the way, during I ) =
reference on desk or counter tops. ' .

. ‘ . . | Name Title |
Wilson Jones Nylon Post Hanger Binders speed retrie- | |
val, reference, and refiling. Designed for top and bottom | Company |

| l Add I
’ = — | ress
Fa : ,
WILSORN] JONES 1, N !
Inventor of the Nylon Post Binder ¢ A Division of Swingline Inc. e e e e e —————————— |
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Keypunches are here to stay.

Punch card input is wasting
the time of today's computers.
Computers capable of processing
over 500,000 characters of informa-
tion every second.

Card-handling is wasting
operator time.

We solved these problems
with the KeyProcessing System. It
eliminates cards and card-handling

forever. And is far superior to key-

to-tape systems.

This totally new concept in
data processing, a computer-con-
trolled keyboard input system, isn't
just a gleam in an ‘engineer's eye.
Our systems have been out in the
field and working for almost a year.
Former keypunch and key-to-tape
users are getting a lot more produc-

tivity for the same money. Or the
same productivity for a lot less
money.

And they all feel the same
way: the KeyProcessing System is

here to stay.

Computer Machinery Corporation

2231 Barrington Avenue, Los Angeles, California 90064 « New York « Washington * Chicago ¢ Detroit « Dallas * San Francisco * London ¢ Paris

CIRCLE 14 ON READER CARD
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Bet your computer
can’t keep up with our plotter.

Statos 5 is a real-time plotter. We mean 75,000 bytes
per second real-time, using 8-bit bytes. And most
computers, even the largest, are hampered by program
and competing-output demands, priority interrupts, etc.
So they could hold an on-line Statos 5 back a bit.

This plotter takes only 1.92 milliseconds to plot an
entire line of 1024 discrete points. You can program your
computer to arrange the data in graphs, bar charts or
diagrams, in shades-of-gray pictorials or even in alpha-
numeric columns. The plot you see here is a geophysical
contour map of magnetic fields reduced to half size.

In Statos 5 nothing moves but the paper transport,
pulling a 15-inch-wide chart past 1024 or 1400
motionless styli, depending on the model. Digital

electronic pulses do the work. They record the data
electrostatically on plain white paper. Permanent images
appear moments later. With a resolution of up to 100
points per inch and an accuracy of =0.1%.

When you want high speed data output right now,
Statos 5 delivers on-line. Magnetic tape, as well as some
computers, may slow it down to about half speed. Ask
for proof. For location of your nearest Varian
representative, call or write to the Graphics and Data
Systems Division, specialists in systems and
subsystems for digital data
processing. 611 Hansen Way,
Palo Alto, California 94303.
Phone (415) 326-4000.

varian
graphics & data

systems division
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Buy two Spiras-65 computers at this new low price (per
unit) and put away your wallet. We aren’t going to put the
bite on you for any major options. Because all major
high-performance features are already built into the
Spiras-65:

@ 4K 16 bit memory expandable to 65K @ Hardware
arithmetic with double precision and floating point

@ Block transfer DMC @ Direct memory access

©® Hardware priority interrupt @ 200 + instruction set cast
in expandable ROM @ Indirect addressing to 32K @ Page
free relative addressing + 512 words @ Fully commented
software @ Software supported peripherals @ Nationwide
service @ 3 week customer training course

All these powerful capabilities are standards with
Spiras. So whether you buy one unit at the new low
single-purchase price of 12,400, 2 units at 3950 each,
30 units at 8500 each, or 100 units at 7000 each, you get
all the versatility and expandability you're ever likely
to need. And no options.

Spiras Systems, Inc.
Affiliate of
USM Corporation

e
EL. . N N N N N

B Request For Quote

» Send to R. Frederickson,
Vice-President/Marketing I
Spiras Systems, Inc., 332 Second Avenue
Waltham, Mass. Telephone: 617-891-7300

Name. I

l City. State Zip. l

I Quantity____ Peripheral Requirements.

L----_-----J
USM is a world-wide 400 million dollar designer and manufacturer of systems
aimed at improving the productivity of manufacturing and service industries.

Visit Spiras Systems at booth 118 at SJICC .
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calendar

DATE
April 26-29

April 28-

May 1

May 5-7

May 11-16

May 13-15

May 13-15

May 17-20

May 26-28

June 1-3

June 10-12

June 16-18

June 22-26

June 22-24

June 23-26

June 18-19

April 1970

TITLE LOCATION

Nat'l Automation San Francisco

Conference

Nat’l Microfilm
Convention

San Francisco

Spring Joint
Computer Conference

Atlantic City

Instruments, Elec-
tronics, Automation
Int’l Fair

London, England

Educational Data Miami Beach

Systems Convention

Electronic
Components
Conference

23rd Annual
Int’l Systems
Meeting

11th Annual
Information
Display Symp.

Washington,
D.C.

Las Vegas

New York City

Info Processing &
Operations Research
Joint Conference

Vancouver, B.C.

Computer Simulation Denver, Colo.

Conference

Computer Group Washington,

Conference D.C.

11th Joint Atlanta, Ga.
Automatic Control

Conference

Spring General Seattle, Wash.

Meeting

Annual DP
Conference

Seattle, Wash.

Management & Washington,
Time-Sharing D.C.
Conference

SPONSOR/CONTACT

Amer. Bankers Assn.
Automation Dept.

90 Park Ave.,

New York, N.Y. 10016

NMA
250 Prince George St.,
Annapolis, Md. 21404

AFIPS
210 Summit Ave.,
Montvale, N.J. 07645

U.S. Commerce Dept.
BIC/CAP, Room 6813,
Woashington, D.C.

AEDS/Dr. Henry Fox
3525 N.W. 79th St.,
Miami, Fla. 33128

EIA
2001 Eye St., N.W.,
Washington, D.C. 20006

ASM/R. B. McCaffrey
24587 Bagley Rd.,
Cleveland, O. 44138

SID/W. M. Hornish
Western Union

82 McKee Drive,
Mahwah, N.J. 07430

IPS, CORS/Session 70
1177 W. Hastings St.,
Vancouver, B.C., Canada

SCi, ACM, IEE/O. Hall Jr.
TRW, 1 Space Park,
Redondo Beach, Calif.
90278

IEEE/D. L. Doll
IBM, 18100 Frederick Pike,
Gaithersburg, Md. 20760

ISA, ASME
345 E. 47th St.,
New York, N.Y. 10017

DPSA
P.O. Box 1333,
Stamford, Conn. 06904

DPMA
505 Busse Highway
Park Ridge, Ill. 60068

ADAPSO
551 Fifth Ave.,
New York, N.Y. 10017

NEW from

Prentice=Hall

Microprogramming: Principles and Practices
—Samir S. Husson, 1.B.M. Compares conven-
tional hardware control to microprogrammed
control and explores advantages and disad-
vantages of each. 4/70, 512 pp. (58145-4)
$14.50

The Computerized Society—James T. Martin,
1.B.M.; and Adrian Norman. Realistically ap-
praises the impact of computers and society
over the next fifteen years. Presents what is
happening in the computer industry and its
laboratories. 7/70, 544 pp. (16597-7) $10.95

Designing Systems Programs—Richard L.
Gauthier & Stzphen Ponto of Programmatics,
Inc. Systems techniques are demonstrated
in light of their concrete applications. in-
cludes questions and answers at chapter
ends, Syntax directed parsing algorithms,
Polish strings, and more. Assembly language
or compiler language a prerequisite. 5/70,
288 pp. (20196-0) $10.50

Information Utilities—Richard E. Sprague,
V.P., Wofac Co. Fascinating—a compilation
of information on utility services that will
involve and influence every person by the
year 2000. 1969, 208 pp. (46469-2) $8.50

Simscript 11 Programming Language—Philip
J. Kiviat & Richard Villaneuva of Rand Corp.;
& Harry M. Markowitz, U.C.L.A. Rich, versa-
tile computer programming language—well

" suited to general programming problems. An

ideal introduction to SIMSCRIPT [l. 1969,
400 pp. paper (81017-6) $6.95; cloth (81016-
8) $10.95

A Compiler Generator—William M. McKee-
man, Univ. of Calif., Santa Cruz; James
Horning, Univ. of Toronto; David Wortman,
Stanford Univ. For the IBM System/360
computers—this self-contained text offers
theory and practice of compiler construction
for computer programming languages, and
complete documentation for the XPL com-
piler generator system. Laced with exercises.
5/70, 512 pp. (15507-7) $12.50

To: PRENTICE-HALL, Box 903
Englewood Cliffs, N. J. 07632

Please send the following book(s) for free
15-day trial examination. If | want to keep
the book(s) after 15 days, I'll send payment
plus postage; or I'll return the book(s) and
owe nothing.

[J Microprogramming: Principles & Prac-
tices—Husson (16597-7) $10.95

[0 Desighing Systems Programs—Gauthier
& Ponto (20916-0) $10.50

] Information Utilities—Sprague (46469-2)

$8.50
[ Simscript Il Programming Language—
Kiviat, Villaneuva & Markowitz. Paper

(81017-6) $6.95; cloth (81016-8) $10.95

[ A compiler Generator—McKeeman, Horn-
ing & Wortman (15507-7) $12.50

Name

Address
City

State

Zip
Dept. 1

D-DATA-YO
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Now, people who know their job
can talk to their computer

See us at the
Spring Joint Computer Conference

Anyone can talk to a computer using
our new Key-Cassette terminal. He can
call direct for immediate two-way com-
munication. Or he can enter data on tape
cassettes for fast, low cost, batch trans-
mission. (Each cassette contains the
equivalent of 1/5 of a mile of paper tape
or 1400 punch cards.)

No special skills or complicated proce-
dures are necessary. Each Sycor terminal
contains a mini-computer that we pro-
gram to fit the job. It guides the operator
step-by-step, checks input and reduces
errors. The keyboard is as simple as a
typewriter. The video screen displays

each step for checking and editing by the
operator.

Off-line you can search a cassette file,
insert changes, sort information, or copy
records. On-line it will transmit or receive
data unattended. With an optional printer,
multiple copies are provided.

Our terminals are installed worldwide
and we deliver within 90 days.

SYCOR inc

EXECUTIVE OFFICES: 144 PHOENIX DR. ANN ARBOR, MICH. PHONE: 313/971-0900 NEW YORK OFFICES: 60 BROADWAY ROOM 1502 PHONE: 212/483-8188
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Swill -
getyoud

(with the 9311 Disc Drive)

There's no gamble at all with the Talcott 9311
Disc Drive. It's a sure thing! Based on average
lease lengths, you can put five 9311’s to work
for the usual cost of only three 2311's. And,
because the 9311's have no premium charges
for extra shift work, your savings can actually
become far greater.

Now consider these important facts:

® The Singer Company, Friden Division has
engineered the 9311 to give greater reliability
—with a unique servomechanism instead of
a hydraulic system. Complete plug-to-plug
‘compatibility. Can be immediately intermixed
or directly interchanged with the 2311 or
similar disc unit.

e Full, dependable service—by the worldwide
Friden Customer Service Organization.

e All leasing arrangements—to give you
maximum savings —by Talcott Computer
Leasing. ’

Ready to “unbundle” your 2311's? 3 will get
you>5.... .

Just contact your local Friden office or
write to: Friden Division, The Singer Company,
San Leandro, Calif. 94577.

Talcott

TALCOTT COMPUTER LEASING

Division of James Talcott, Inc.
1290 Avenue of the Americas, New York, N. Y. 10019

22
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Logically speakmg..
an error-free datainpu

fsystem

keeps your computer from going
‘out to lunch.”

A computer should eat up data,
not expensive time. If we

make it sound overly simple,
we're just being /ogical.

For we’ve got an error-free

data entry system that keeps
computers working without those
costly "“out-to-lunch’ breaks.

It's called the LC-720

KeyDisc Data Input System.

It cuts systems time and costs . . .
by as much as 50%. It minimizes
errors with point-of-entry

editing and correction.

It optimizes systems throughput.

e LOGIC

CORPORATION

And it keeps your computer
working all the time.

Computer time-shared data
from up to 60 key stations . . .
all entering or verifying

separate jobs and applications . ..

is one of the big advantages
of the LC-720.

It also offers you

total security and high speed
random access of data.

The LC-720 is the only

LC&720 KeyDisc System

keydisc system in use that
provides a complete IBM/360
compatible disc. Plus a
totally compatible 7 or 9

track magnetic tape output.

Logic makes the Now Generation
of data collection systems.

So, if you've got data input
problems, Lewis Barr at Logic
can more than likely solve them.
Give him a call. 609-424-3150.

It’s the logical thing to do.

21 Olney Avenue e Cherry Hill Industrial Park e Cherry Hill, N.J. 08034 e (609) 424-3150

April 1970
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EASY PICKUP

Formscards are very compatible...
(with your optical scanning system)

® Precision-placed clock marks. Forms Inc. specializes in custom-created
@ Scannable consecutive number in 7B paper forms and tab cards for optical scan-
font (scannable numbering available ning . . . whatever your format and size require-
in ASA-A font, A-M bar codes). ments. We use approved OCR paper and tab
® Machine readable, consecutive pre- card stock. Special ink formulas and precise
punching. spacing insure accurate, reject-free opera-
@ Reflective inks under the PMS system. tion...every time.

MEMg

Nang ER'g

EXPrRy Y,
IONQx
ATE

MEVIgE
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——

FORMSCARDS' total flexibility saves time and

dollars for you. Continuous, processable

FORMSCARDS are multi-functional over opti-

cal scanning, high speed EDP, MICR docu-

ment handling, teletype, data collection and

unit record equipment. And there’s never a

medial strip between documents in a FORMS-

CARD system. For further information and , F

samples%l write or call Forms Inc., Willow Ql‘ms lncu
Grove, Pa. 19090 (215) OL 9-4000. AN AMERICAN-STANDARD COMPANY
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DISIK:STDR®505
access time barrier!
( 8.7 milliseconds )

The hew Systematics/Magne-Head DISESTOR 505
head-per-track disc pack mémory system has an average
access 10 times faster than the conventional disc pack
memory. Storage capacity is up to 5 million bits on an operator
.removable pack. Standard with DISESTOR 5085 are such fea-
tures as: 8, 12, 16 and 18 blt data bus mterfaces . unlimited
memory expansion capability. DISESTOR 505 is an economical,
fast access disc pack memory system designed for small and medium

size central processing units.

For complete information, call or write . . . or visit:
SYSTEMATICS / MAGNE-HEAD DIVISION

GENERAL INSTRUMENT CORPORATION E1
13040 South Cerise Avenue, Hawthorne, California 90250 NSTROMENT
(213) 679-3377/772-2351 - TWX 910-325-6203
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oesn’t look like it works.
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There’s more to Europe than history-steeped castles, picturesque scenery, windmills,
traditional costumes and centuries of culture. In the research laboratories of the Philips
group of companies,small teams of scientists are cooperating in many fields of fundamental
and applied science. Every member has creative freedom, plus the responsibility of seeing
a project through to its logical conclusion. The European-based scientist scores because
of better career prospects, free exchange of ideas with his colleagues in other fields - and
the unparalleled opportunity to recharge his mental batteries on the other side of the coin.

If you are under 35, have a Ph. D. or equivalent, are attracted by a career in Europe and
feel that intellectual curiosity is your strong point, we would like to hear from you. We are
particularly looking for scientists interested in Information Processing, Computer Sciences,
Telecommunications,Physics and Chemistry of Integrated Circuits and other devices, Mod-
ern Electronics and Instrumentation. Tell us about your career and where you would like
to live and work (our laboratories ar located throughout Western Europe). Whilst we are
considering your application, we will send you a brochure highlighting some activities of
Philips research laboratories. Please send your curriculum vitae (including list of pub-

lished papers and references) to:
The Office of the Director for Research, Dr. H. B. G. Casimir, p H I LI ps
Philips Research Laboratories, Eindhoven, the Netherlands. .
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THE EVANS & SUTHERLAND LDS-1
SIMULATES A PERFECT LANDING!

A New ‘‘Perspective’” in Hardware

Perspective is Essential to Simulation—
The Evans & Sutherland LDS-1 quickly
and accurately computes and displays
true perspective. As the pilot of a simulated
airplane approaches touch down on a
carrier, the picture of the ship and landing
deck becomes larger as shown in the
actual display photographs at right. Fast
and accurate perspective is possible
whatever the application such as the
simulated docking of space craft. The
nearing sister ship will loom larger and
larger until it fills the entire screen. The
highway in front of a simulated moving
automobile will narrow as it trails into the
distance. The LDS-1 is uniquely well
suited to provide true perspective giving
the closest representation possible of the,
picture you would see if you were the
pilot, the astronaut or the driver.

Perspective Three-Dimensional Displays
-Require Division—Unlike analog systems
with their inherent problems in performing
division, the fully digital LDS-1 processor
divides coordinates needed for perspec{ive
display with ease and speed. The LDS-1
is fast with 10 microseconds typical for
processing each line. A long line requiring
considerable processing may take up to
50 microseconds. Accurate too, no analog
system can approach our*18, 20 or 24 bit
) per coordinate accuracy. Using 24 bits,
the LDS-1 system will accurately represent
one inch in 264 miles. The LDS-1 processes
only the visible portions of the pictures.
Segments of lines behind the observer or
out of his field of vision are automatically
clipped before the perspective computation.

Fast and Accurate Hardware Rotation—
Simplified Coding—The LDS-1 Matrix
Muitiplier does three-dimensional rotation
and translation in half the time of other

See the LDS-1 at the Spring Joint Computer Conference *

B}

systems and with greater digital accuracy.
Objects moving with respect to each other
such as aircraft in combat or other airport
traffic in front of a landing airplane are
each positioned by a single four-by-four
matrix and the LDS-1 automatically draws
them into a composite picture. Compound
rotations such as folding landing gear or
convertible top linkages are automatically
combined by the LDS-1 into the proper
single matrix multiplication greatly simpli-
fying required coding.

Easily Displays 2,500 Lines in Real-time—
The complexity of possible pictures
depends on how the graphic elements are
grouped together. Objects with 2,500 lines
are simple for the LDS-1 to display in real-
time. If any of the lines of the objects are
out of view, there can be more lines in the
objects because only the lines in the field
of view are processed. The right part of a
line shows in the right place even when
only part of that line is visible.

A New Attitude About Three-Dimensional
Display—The LDS-1 represents a new
concept of creating perspective with ease
in simulations. The user thinks in three
dimensions; the LDS-1 computes the
correct two-dimensional perspective. It
can compute displays for its scope or for
your existing or proposed computer
graphic equipment. LDS-1 data formats
are the most flexible in the industry.

The LDS-1 is exactly what you expect from
Evans & Sutherland Com%uter Corpora-
tion . .. The Most Sophisticated Name

in Computer Graphics.

Evans & Sutherland Computer
Corporation, 3 Research Road, Salt Lake
City, Utah 84112. Phone:(801) 322-5847.

Printed from actual display photographs.

EVANS & SUTHERLAND COMPUTER CORPORATION
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APHICS TERMINA

- From CRT display
to hardcopy printout.
Inseconds!
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A plotter takes 30 minutes. A dry-silver
photographic process makes muddy copies.
But at Adage, Inc. the Gould 4800
Electrostatic Printer puts out clean

hard copy in seconds. No wait.

No wonder the 4800 is now a

catalogued item for Adage Inc.’'s award-
winning Graphics Terminal.

The Graphics Terminal is a CRT

display computer system with infinite potential
for interractive graphics applications in
science and engineering. To name a few,
cockpit design, mathematical equations

and printed circuit cards.

Having the 4800 Electrostatic

Printer on line the user can alter his design
equation with a light pen and have clean
hard copy of any stage within seconds.
Adage officials say their system is

further enhanced by the economy of the
4800. It doubles as a printer by putting out both
alphanumerics and graphics. It has fewer
moving parts to maintain than conventional
equipment. And Adage interfaced the

April 1970

4800 in a matter of days. .. at

surprisingly low cost.

More 4800 facts:

At 412,000 characters per minute,

the Gould 4800 breaks the old printout
bottleneck on your computer. It reproduces
signals from any source of digital input or data
transmission by telemetry, radio microwave
and/or land line, quickly, quietly,

accurately and economically.

4800 can probably recap the same

benefits for your system as it does for Adage’s
Graphics Terminal. Write us to see. Don't
wait. Graphics Division, Gould Inc., 3631
Perkins Avenue, Cleveland, Ohio 44114.

COUGLEVITE

Gould 4800. The next generation
of high-speed printers.
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how to recall

-any
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of 1,000,000 pages
within 30 seconds

Parts catalogs, engineering schematics,
financial trend charts, customer accounts receiv-
able, or whatever. DatagraphiX Micromation can
reduce 200,000 pages of your computer’s output
to compact micro images that fit in one hand.
Providing multiple economies for management
information retention and retrieval. Translating
computed data into easy-to-read report formats.
Offering access to millions of facts within a matter
of seconds from screen display inquiry stations.
Providing hard copies on demand. And high
volume production printing at 5,200 pages per
hour on preprinted forms.

Instant communication of computer
generated information improves decisions and
profit margins. Many Micromation systems have

Stromberg DatagraphiX Inc., a General Dynamics subsid%ar}, P.O. Box 2449, San Diego, Calif. 92112 (714] 283-1038 = TWX: 910-335-2058

earned back their cost within the first year.
From the combined economies of paper consum-
ables, rentals, manpower, time and $thousands
in operations overhead. That's good business.

Compared to impact printing, Micromation
is 27 times faster, takes 1/18th the computer time,
slashes the cost of paper consumables by 7/8ths,
and creates archival storage in 99% less space.

Only one company offers the complete family
of machine systems; service centers; Kalvar dry
film processing; all associated supplies; systems and
software support; worldwide maintenance.
Discover what Micromation can do for you.
Contact our local office or
National Sales Manager,
James P. Whitfield.

Hefagraplrtt

micromation systems
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DATA 100

THE TERMINAL PEOPLE

- - - - Introduces The Seventy Series Family

of remote terminals offering compatibility with major
software systems. Whether your need is for batch

or real-time applications, DATA 100 remote terminals
will give you full computing capabilities, with card
readers, line printers, CRT display units,

or keyboards. Call today.

DATA 100

CORPORATION

International and Regional Sales Offices:

Belmont, Mass. 617/484-8737 - Chicago, . 312-298-5188 - Los Angeles, Calif. 213/477-9800
Maplewood, N. J. 201/763-1250 - McLean, Va. 703/893-4356 - Minneapolis, Minn. 612/920-8800
Palo Alto, Calif. 415/328-2100 - London, England 499-0792

DATA 100
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Memorex introduces the 3660. It replaces your 2314.

Our new 3660 disc storage system, The new control unit interfaces We've demonstrated the depend-
complete with controller, gives you directly with your System/360. No ability of our design tn millions of hours
faster access time, higher system changes in hardware, no modifications of operation on over a thousand
throughput, and greater reliability than in software. A single unit controls delivered drives.
the 2314, At 10 to 20% lower cost. ~up to nine drives.

The drive is simple.

Rellable.

Proven,

aeronncn MIEMORIEX







Do you have the courage
to recommend the NCR Century?

It’s 30-50% more
productive than the IBM 360

at 30% lower cost.

We have to admit it.

The average person would
probably feel more comfortable
recommending IBM’s system to his
management.

Although IBM costs more, it’s
easier to explain if the results don’t
turn out as expected. After all, how
could anything go wrong dealing
with the world’s biggest supplier?

A lot of people in this business
think that’s the way management
thinks. Troubleis, they’re dead wrong.

Sure, your front office wants to
buy from reputable vendors. But
they won’t knowingly pay for more
than they get.

That’s why more and more
computer professionals are looking
at the promise of the NCR Century.
The promise and the performance.
Because there are now enough NCR
Century systems in operation to
prove our promises. NCR Century
users who have replaced or investi-
gated IBM computers support the
price/performance comparisons.

Computers so advanced they
make others old-fashioned

We’ve delivered a computer
with a new memory concept...
new monolithic integrated circuitry
...a new disc concept. ..and new
standardization. A computer that
lets you process data faster. For less
money.

You can rent an NCR Century
100 with 16K of internal memory
for $1,910 a month. Or a 32K NCR
Century 200 for $3355. Use that as
your first benchmark.

Three-way simultaneity is
standard on the 100. So you can
read and print at the same time
program steps are being performed
internally. The 200 offers five- or
nine-way simultaneity.

April 1970

What’s more, our memory is
thin film short rod memory. Ultra-
fast, with speed in the 800 nano-
second range. Far faster than core
memory, at lower cost. (An extra
16,000 bytes rents for only $375 a
month.)

Circuitry is integrated mono-
lithic throughout. With more power
and reliability than the hybrids, at a
fraction of their size and cost,

Our dual spindle disc unit,
standard on every NCR Century,
stores and makes instantly available
over 8.3 million characters of busi-
ness information at an average
access speed of 44 ms.

Input is by cards or tape. You
can go on-line, too. Printing speeds
range from 450 fo 3,000 LPM. The
top speed is standard for the NCR
Century 200; optional for the 100.

Expandability is built in

The NCR Century Series is
completely upward compatible.

No reprogramming or recom-
piling as you grow from the NCR
Century 100 to the 200 and larger.
Just move in a more powerful proc-
essor with the same peripherals or

CIRCLE 96 ON READER CARD

increase throughput with higher
speed magnetic tape drives, paper
tape or punch card readers and
punches, CRAM (Card Random
Access Memory) units and remote
on-line devices. Go all the way to
nine-way simultaneity and multi-
programming. At far less cost than
our competition. ,

Our software is the same new
breed, too. Compilers, operating

systems, applied programs and util--

ity routines. All written, tested, in
use. And all the languages, too:
COBOL, FORTRAN, our own
NEATY/3.

We’ll be glad to give you the
names of NCR Century users who
say it’s the buy of the century.

Also ask for the comprehensive
report on the NCR Century pre-
pared by the industry’s leading inde-
pendent consulting firm. It will open
your eyes and let you uncross your
fingers when you make your com-
puter recommendation. Write EDP
Products Marketing, NCR, Dayton,
Ohio 45409.

Computers
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Welcome
to the
Graphic Generation

The new GRAPHIC-15 Display System contams aprogrammable processor
and display console with built-in vector generator, character generator, and
function box. Mated to the PDP-15 computer, it becomes a graphic system
that is highly interactive — yet is but half the price of its nearest competitor.

Field expandable Fast (Y4 inch vector every usec). 4, OOO flicker-free charac-
ters. 8,000 sq. in. of flicker-free vectors. Remotable display. Software sup-
ported: Full line of options. And made by the computer company that knows
more about big needs and small’ budgets than anyone.

A work of art Write.

COMPUTERS MDDULES

Digital Equipment Corporation
Maynard, Mass. (617) 897-5111
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mortal locke

Sir:

Dr. Locke (Feb. p. 69) thinks “any-
body who talks about storing any
number of books, even off-line, is off
his head.” I don’t think Dr. Locke is off
his head, but I expect he will be doing
quite a bit of talking soon on this
subject. If your advertisers’ are to be
believed (Nov. p. 291), 1012 bits of
on-line, but read-only, storage costs a
megabuck, or 10¢ per megabit year
when capitalized at 10%, or one third
of 30¢ per megabit year Dr. Locke
allocates now to card catalog storage.
A $2K crt terminal costs about 25¢ an
hour, which is cheaper even than
graduate students. Land and building
costs are rising rapidly . . .

NEVILLE A. BLack

Computer Sciences International
Brussels, Belgium

pooh

Sir:

“Pathetic . . . That’s what it is. Pathet-
ic.” (1) ‘

Thus spake the neglected Eeyore on
his birthday, and thus might well
speak the almost as neglected pL/1
compiler writers, as pL/1 F-level
passes its third birthday of usability (I
take as datum the release of Version
2).

For here we are, most of us, still
trying to persuade compiler writers to
add, to coBoL and FORTRAN, features
which have long been implemented
and working in PL/1.

For example:

FORTRAN:

Dynamic storage allocation (3)

Multiprogramming facilities (3)

Run time error handling added
package recently

End of file on READ by 18BM

Character handling

Free form 1/0 available

Mixed type expressions (2) ¢ in some

Expressions as subscripts compilers

and in po statements (2)

The above have been working in
PL/1 for a considerable time.
COBOL:
1/0 editing data representation
Mathematical functions
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Default options

Free form cosoL

Abbreviations

Expressions as subscripts

Global Common

Variable length data items

All these “subjects for future explo-

ration” in “A Short Guide to The
Wonderful World of Cobol” (4) (who
are you trying to convince, buddy?)
have been giving delight (mostly) to
PL/1 users for over three years. “Im-
penetrability, that's what I say!” (5)
(1) Milne, Winnie the Pooh.
(2) Healy, Computer Journal, Vaol.
11, pp. 169-172. :
(3) Samet & Hendry, Computer Jour-
nal, Vol 12, pp. 218-220.
(4) Edelman, DaTamAaTION
69, p. 161).
(5) Carroll, Alice Through the Look-
ing Glass.
J. M. SykEs
Cheshire, England

(Dec.

speak up
Sir:
We are in need of volunteers to read
articles from DatamatioN for our
blind men and women in the comput-
ing field.

A knowledge of computers, a clear
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voice, and a tape recorder are all that
is necessary.
Any person who can give a couple
of hours a month should contact:
Mgs. DoNALD A. DuNCAN, JR.
Science for the Blind
221 Rock Hill Rd.
Bala-Cynwyd, Pennsylvania

also sprach marchant

Sir:

I read the first installment of “Also
Sprach Von Neumann” in your Janu-
ary issue. As a wet-eared, callow kid
who is Systems Director for scm Cor-
poration, I feel constrained to offer a
few words in behalf of my associates in
the Smith-Corona Marchant Division,

makers of what our hero defined as a
“now extinct, sickly green, electro-
mechanical desk calculator.”

The Marchant rotary calculator
burst on an unsuspecting world at the
Panama-Pacific International Exposi-
tion in 1915 and was at that time
widely regarded as the first major im-
provement on the abacus. Marchant
added the novelty of electricity in
1917 and planetary dial gears in 1933.
Last year, Marchant became the first
American manufacturer to produce a
desk calculator using Mos/LsI circuits,
something the rickety competition is
just getting around to.

Anyway, it is just possible that
someone, around the time of which
Von Neumann sprach, had a room full
of Marchant calculators all of which
were painted green. But even if they
were models of the 1930%s, they
weren’t “rickety,” and they sure as hell
weren’t then and aren’t even now “ex-
tinct.” You can still buy a rotary calcu-
lator from us, and you'd be surprised
how many do. You can also buy the
newest Marchant, and whether this or
any other model ever becomes “ex-
tinct,” we expect the Marchant name
to be on calculators for a long time.

D. R. HoLLis
SCM Corporation
New York, New York

getting loaded

Sir:

In “Architectural Questions of the
Seventies” (Jan. p. 66), Mr. Amdahl
states that a user “will find he has
considerably less than twice the per-
formance in dual processor configura-
tions.” Here at the University of Mich-
igan, we have been running mTs (the
Michigan Terminal System) on our
dual processor iBMm 360/67 for 17
months (10,000 hours of operation)
and our experience has been that un-
der heavy loads such as we normally
experience during the day, we are cer-
tainly able to obtain more than twice
the throughput obtainable by running
the same system on one processor and
half as much core. Of course, if the load
is light, adding the second cpu and
more storage will not increase perfor-
mance significantly. Likewise, if the
single processor system is cpu limited
and not core limited (i.e., no paging
is required) with a certain job mix, then
adding the second cpu with or without
increasing core can, at best, double the
performance.

However, with a load of half a doz-
en batch jobs (some usually from re-
mote batch stations) and 40 to 50
terminal users (some of whom are
sometimes using more than a million
bytes of storage), we are able to more
than double our “half-system” perfor-
mance—not to mention the increased
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THE
MAYAS
MADE YOUR
COMPUTER
POSSIBLE...

MAYA PHOTOGRAPHS BY RENE PERON

Katun can make it work.

The Ancient Mayas invented the concept of zero over
2000 years ago. In so doing they created for the first time
in the Western World the mathematical principle that
would some day make electronic computers possible.
Now, the problem is to make the computers work (as
effectively and as productively as you were promised).
o KATUN Computer Management will do just that. ©
KATUN is a company of up-to-date business and com-
puter experts drawn from all fields of the computer
sciences: hardware, software, programming,
installation, education, management, oper-
ations, and quality control. Together, the
people of KATUN offer you a total re-
source of professionals in the effective
management of all your data processing

e

CATU

needs. And because they are professionals they can
make your computer work better, more effectively and
at greater capacity than you can. The result? You gain a
competitive edge over other businesses whose manage-
ment must run their computer instead of their business.
o If you'd like proof, write for details to KATUN, 680
Beach Street, San Francisco, California. @ We’ll manage
your computer so that it helps you manage yourbusiness.
O Photos above: The Ancient Mayas were the most
advanced computational experts of their time.
In ceremonial centers such as this at Chichén
Itzd in Yucatan, Mexico, they used a time
counting system —from which the name
KATUN derives—that was more accurate
even than the calendar we follow today.

CORPORATION
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letters ...

system reliability and flexibility ob-
tainable with a duplex machine.

W. ScorT GERSTENBERGER

Ann Arbor, Michigan .

the turnoff

Sir:

May 1 draw your attention to inac-
curacies in your December World Re-
port, page 266, on the subject of “Esro
Turns On with Info Retrieval System.”

In paragraph one, it is incorrect to
say that we have been unable to link
up a terminal at Frascati in Italy “be-
cause the Italian communications
authorities would not provide guaran-
tees on data link quality.” In actual
fact we have as yet made no ap-
proaches to the Italian authorities,
since we have not yet decided to in-
stall this terminal.

In paragraph two, you say that “the
operating system for the 360/65 oc-
cupies a 180K slab of memory.” This is
misleading since if you are talking of
the information retrieval programmes,
the correct figure is 120K.

In paragraph three, you talk of “a
scheme for Eurodoc etc. . .. ” This has
no foundation in fact. There is no such
scheme as far as Esro is concerned,
and even if there were, it would be
unlikely that Eurodoc would be spon-
soring it, since it would almost certain-
ly be on an intergovernmental basis.
N.E.C. IsotTA
European Space Research
Organization
Neuilly-Sur-Seine, France

hearing it for ibm

Sir:

In regards to the News Scene (p. 158)
concerning 18M’s unbundling in your
February issue, I would like to present
the following comments:

Being a former employee of 1BM,
having participated somewhat in the
unbundling world of 1BM, and being in
a competitive situation with them at
this time, I feel you may be interested.

In regards to System' Engineer
agreements and s estimates, I found
the following guidelines to be in effect.
The sE agreements simply mean that if
you want service you can obtain it. If
no service is ever requested, there will
be no charges. As far as the sE esti-
mates are concerned, they are -just
what the name implies—estimates. It
‘happens that management policy
states that all estimates must be re-
viewed when 60% of the estimate has
been used. In either case, only the
services used are actually billed.

As far as your comment on the user
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footing the bill for a replacement’s
learning process on a given project, it
is rare indeed that a project of any
consequence would have only one sE
involved, mostly for just the reason you
claim is a weakness—the avoidance of
a replacement’s “learning process.”

Also, a comment on the fear of get-
ting a nonqualified person to work on
your contract—iByM makes every effort
to place the most qualified person on
any given job. Why? 1BM is a service
oriented company and certainly wishes
to maintain its reputation.

Worried about 1BM stealing ideas?
Look at 1BM’s past policy—customers
are asked if their programs may be
packaged, and anyway, who develops
most of these programs? 1BM SE’s may-
be?

Worried about the change of rates
clause? Look at the contract you sign
before you buy an automobile: “Price
may change up to and including day
of delivery.” How about that, sports
fans? Should we all quit buying autos
because of it?

In summary and conclusion, T sub-
mit to you that having had a very
enjoyable relationship with 1B, that
the M Corporation is a very people-
oriented and people-sensitive organi-
zation and will continue to be one, for
these are the foundations 1BM was
built on.

Traomas J. Bupzynski
Farmington, Michigan

getting sassy

Sir:

It was most interesting reading C. 1.
Keelan’s comments on the use of time-
sharing at Johns-Manville (Feb. p.
137). Incidentally, he might be sur-

prised to know that as early as De-
cember, 1968, the Johns-Manville plant
in Walterville, Ohio, was using time-
sharing for the very purpose he identi-
fies.

How do I know? I developed and
wrote most of the programs!
C.]. Sass, Jn.
Maumee, Ohio

ibm a bit better

Sir: :
Having spent some time in Canberra,
Australia recently, November 1969—
January 1970, I thought to comment
on your mention of the Australian
computer market which appeared on
page 179 of the February issue.

M is doing quite a bit better in
Canberra than your article implies. By
mid-1969, they had received two sub-"
stantial orders from the common-
wealth government that I know about.
The Health Department has placed an’
order for a dual 360/65 installation
which will service a nationwide data
collection network. Also, the Repa-
triation Department (equivalent to
Veterans Administration) was re-
ported to havé ordered a similar con-
figuration. ,

Univac is doing well, also, in gov-
ernment circles, although not in Can-
berra. An 1108 order was recently an-
nounced which will service the betting
shops business (TaB) in the Sydney
area. Also, the Australian Post Office
has selected the 418-IIT equipment to
implement the Common User Data
Network (cupn), an implementation
similar to Western Union’s Infocom
service.

Epwin B. HEINLEIN
Computer Sciences Corp.
San Francisco, California

“About my little talk last week on individuality . . .”
© DATAMATION ®
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STORAGE TECHNOLOGY CORPORATION

DATAMATION



e [l
oEnIch

)l

e —— -

il

_ <
N
|

Storage Technology Corporation
announces a line of high
performance tape drives plug-to-
plug compatible to the IBM 2420
series tape drives. These drives
are available to the IBM 360 user
as well as OEM. For more
information, write:

Storage Technology Corporation
P.O. Box 3524

Boulder, Colorado 80303

Phone (303) 449-1096

In addition to automatic threading,
cartridge loading, single capstan,
in-column rewind, and 1600 bpi
phase-encoding, STC tape drives
feature:

o DAC-Dynamic Amplitude Control
o Automatic Reel Hub :
o NRZ| Model

o SIMS/DUAL Density Options

o Analog Capstan Control

© Modular Construction

o Integrated Circuits

o Fail Safe File Protect

On display at SUCC/Booth 10009/ Convention Hall

April 1970
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The PIll.

LIKE THE PILL, EDPAC PREVENTS TROUBLE, (IN COMPUTER ROOMS).

— — — —

"EDPAC 'ounc‘e'-,qf-"prev&nﬁoh'

CMANUFACTURING COMPANY
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Honeywell
delivers
Keytape:
No excuses.

We know how eager people can be to get their new The therCompufer Compony

Honeywell Keytape equipment.

It's the kind of enthusiasm we expect. After all, consider Honeywell .
the advantages that Keytape data preparation has over
keypunching.

Benefits like faster, more accurate data transcription.
Faster data input to the computer. Reduced operating ex-
pense. Simple error correction. Improved storage and
handling. Lower noise level. Happier operators.

You can also do a lot of things with Keytape that you could
never do with keypunch. Things like communicating from
remote locations, printing out hard copy, converting cards or
paper tape, pooling data from multiple units, validating check
digits, adding and listing: Altogether we have 52 different
models in both seven-channel and nine-channel
configurations,

Soif you're in'a hurry to get your Keytape equipment,
we understand. That's why we deliver. Fast.

Even if it means a little extra effort on our part.

HONEYWELL INTERNATIONAL
Sales and service offices in principal cities of the world

* Trademark of Honeywell Inc.




Discover the world of now.

The world of now was created by
UNIVAC® real-time computer systems
that continuously gather, organize, up-
date and communicate information to
any level of management. Only what's
needed. Only where needed.

In the world of now you enjoy real-time
management for the first time. Manage-
ment that's constantly in the present.

What's more, you can accomplish this
with a medlum-scale system like the
UNIVAC 9400.

46

This system offers low cost, high
performance multiprogramming usually
found in larger and more expensive
computer systems.

Up to five problem programs, such as
communications, sequential batcr_n pro-
cessing, random processing, disc or
tape sorting and complex engineering
calculations can be run concurrently.

The UNIVAC 9400 System has out-
standing real-time data communication
capabilities. It can talk to any other com-

puter in the 9000 series, to terminals, and
to the Jarge-scale UNIVAC computers.

Univac pioneered in real-time infor-
mation systems and put them to work
for our space programs, That's how we
found the world of now,

You can discover it for your business.
Just call us for the map.

UNIVAC e

FIRST IN REAL-TIME INFORMATION SYSTEMS

DATAMATION



AND NOVWv, COLOR AND STEREO
IN COMPUTER DISPLAYS
FOR LESS THAN $1,000!

The LORGNETTE, another new product by Evans & Sutherland Computer Corporation

Increased capabilities — The Lorgnette
(pronounced Lornyet), a uniquely
engineered device by Evans & Suther-
fand Computer Corporation, gives
color and/or stereo capabilities to
your computer display system.

Color displays — The Lorgnette is a
lightweight, hand-held viewer which
with associated equipment permits
computer display users to see
programmed color. Displays can be
color-coded as an aid to understanding
complex situations.

Three-dimensional viewing — The
Lorgnette can also separate right and
left eye images for viewing of three-
dimensional information in stereo.

The complete structure of such an
object as a three-dimensional molecule
becomes more easily understood.

Color and stereo — The Lorgnette
rotates a filter disk at a speed syn-
chronous with your display. Three
interchangeable disks are provided
with the unit. The first gives a color
presentation, the second consists of
clear and opaque sections providing
black and white three-dimensional
dispfays. The third disk combines
colored, clear and opaque sections to
give color and stereo presentations.

Basic Lorgnette system — The basic
Lorgnette system includes a power
supply unit, synchronous circuitry,

clocking circuits and level converters
mounted on a standard 19" x 54"
panel. Each system can drive up to
10 Lorgnette viewing units.

Reasonably priced — The basic
Lorgnette system including two view-
ing units with three interchangeable
disks each is available at $995, F.0.B,,
Salt Lake City. Additional viewing
units: $245 each.

For further information, write or call:
Evans & Sutherland Computer Corpo-
ration, 3 Research Road, Salt Lake
City, Utah 84112

Phone: (801) 322-5847

The most sophisticated name in computer graphics
EVANS & SUTHERLAND COVMPUTER CORPORATION
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Burroughs new B6500 Disk File Optlmlzer
makes the industry’s fastest random access file

up to ten times faster!

Burroughs head-per-track
disk file systems are fast to begin
with. Fast enough to make any
data segment in the file available
in an average of 20 ms, regardless
of file size.

Now, consider what hap-
pens when you add Burroughs
new Disk File Optimizer to
your B 6500 system. De-
pending on the ac-

48

W,

cess request pattern, your 20 ms
file may deliver average access
times of 2 ms, or even better.
The Disk File Optimizer
doesn't make the file work harder,
just smarter. It takes note of file
access requests, checks to see
how far away each requested data
segment is from its read/
write head, then tells
the computer what

CIRCLE 9 ON READER CARD

Burroughs

order to follow in servicing the
requests.

In this way, many requests-
can be sandwiched into the same
few milliseconds that a single
access would otherwise take. The
heavier the access request load,
the more efficient the file be-
comes. Without reprograming!

Ask your Burroughs man
for the impressive details.

ﬁf{::)h
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Iook%ahead

BURROUGHS UNBUNDLING BALLOONS
FLOAT QUIETLY BY

Burroughs has been leaving a trail of clues (or are
they trial balloons) re its future unbundling stance by
splitting out some software on bits and pieces of its
product line outside the main B-500 line. The latest is
on the DC-1000 computer-based terminal series, two
models of which at writing are being marketed but have
not been publicly announced--typical Big B move.

The DC-1100 and 1200 (Varian mini-based) come
complete with a system representative agreement and
the promise of for-fee licensed Program Products which
might include operating systems. The way it works is
that the user will receive 15 free days of system rep
time, which can include training by SE's. Beyond that
he pays $28/hour (three-hour minimum) and signs an
agreement that is fairly simple but absolves B of
responsibility for keeping the user's dp secrets.

Burroughs has done a "slight" variation on the IBM
software scheme. System Software Products come for free
and include things like the line controller, assembler,
communication handler. No Program Products were
announced, but, says a company missive to salesmen,
they "may include system software (operating systems,
compilers, etc.) and/or application software."

Whether any of or all of this will spill over into
the B-500 series Systems will probably depend on user
reaction. Some are surprised that the 6500 hasn't been
unbundled.

SHARE INTEGRATES,
GUIDE SEPARATES

"Third-class membership" is what some people are calling
the new Product Organization affiliation that SHARE is
offering those awful, sweaty non-IBM vendors. The
affiliate status will be offered to certain kinds of
product and service firms--not mainframe manufacturers.
Doubts are being raised on whether the big user group
can legally sustain the restrictions it imposes. SHARE
lawyers though, have no doubts as long the group's rules
and procedures are clearly defined.

Regardless, this issue probably has dashed forever
merger chances for SHARE and GUIDE, its business system
counterpart. GUIDE wants no outsiders in its midst--the
reason we are told that it has dissolved all joint
projects (about 10) with SHARE. The last such joint
efforts will take place at the May GUIDE meeting in
Minneapolis.

According to a GUIDE letter to membership, the
respective executive boards have pursued "different
objectives" since the Jan. '69 defeat of the merger
proposal, and unbundling has intensified the
differences. "As a result, what worked well when the
organizations considered merger is rapidly becoming a
liability in effective project works by both
organizations."

By avoiding SHARE and staying "IBM-Only," GUIDE
expects to be more influential with IBM. Some

(Continued on page 51)
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UNcC
Mylar at 150 cps '
unch
Paper at 150 cps
unch
within EIA standard tolerances |
unch
up to 1 billion operations cica paper tape
unch

up to 500 million operations wyir in 3.7—4 miLs)

Only one punch guarantees this kind of
performance at a competitive price, the
new P-150 from Advanced Space Age
Products, Inc. It's the latest in a long line
of punches, translators and related equip-
ment. For all the facts about the amazing
P-150, put this coupon in the mail today.
P-150 is $2,250; with long-life block,
$2,705. Prices include electronics. Deliv-
ery 60 days ARO.

Mr. Morris Bowles

n

-

=

] Advanced Space Age Products, Inc. H
- 4308 Wheeler Avenue -
= Alexandria, Virginia 22304 Tel: (703) 751-3320 =
- :
= Tell me more about the P-150 and while you're at it, m
= send me information about the other ASAP products | have checked. =
= P-240 Model 180 Master Translator =
= . P-300 ______Model 181 Static Translator =
= a
: Name Title n
= u
- ]
= Company Phone =
- u
B Address -
- =
B City State Zip =
n

EEEEE NN NN AN NN AN AN NI ENENEENEEE
A Subsidiary of Telegraph Equipment Corp. SJCC Booth #35003
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look ahead

SOME

OPTIONS, SOME LAID OFF

XEROX ENTERS
ROUGH T-S BIZ

SDC PEQPLE GET

TWO MINIMAKERS READY

April 1970

NEW MAINFRAMES

observers agree, feeling that GUIDE's users are more
IBM-reliant than the scientific SHARE members, and may
win points by using the "appropriate pressure tactics"
(no competitive threats) on IBM. On the other hand
others, including SHARE, feel that mixed systems are a
fixture now and a user group will only be effective if
it can keep IBM on its toes and its members informed of
other offerings. Too, they say the GUIDE move was
"nose-cutting, face-spiting."

Formation of a time-sharing accounting service by Xerox
is seen by some as a sort of end-run attack on IBM.
Late last month, the Big X announced its formation of
Xerox Computer Services to provide an interactive
accounting system to small businesses. Primarily, this
will be directed at distributors and manufacturers
currently without computers, but this is also the
market for System/3.

To pursue this market, XCS will start with a
Sigma 7 in Los Angeles. We hear they'll have 10-17
centers in the next four years. Significantly, the
software package they'll be using, acquired from BMA
Data Processing in Salt Lake City, is described by an
outsider as the only one of its kind (as far as he
knows) that really works. The integrated small~-business
package includes payroll, accounts receivable and
payable, inventory control...the whole works. And,
according to XCS head James S. Campbell, the input of
receipts, for example, updates all pertinent files.

Campbell, ex-president of Greyhound Computer Corp.,
sees the average user paying $2500-3500 per month
within a year after his start of conversion to the
system. With three or four terminals, the cost might
get up to $5-6K. This service can compete with the
System/3, he admits, as well as the 1401s. With a recent
acquisition, there are also packages that can be
marketed to municipalities, a utility billing system
among them.

1,031 of the nearly 3,000 employees at System
Development Corp. were offered the opportunity to buy
stock under the firm's plan to go public (March, p.
132) . Some are happy with it, some are not (one
technical higher-up termed his allotment an "insult'")
but a company spokesman said it was extremely equitable.
Meanwhile, the company is laying off people in an
effort to trim to commercial fighting weight, has let
around 225 go in the last few months. Resignations are
minimal, insisted the spokesman, and the company
receives 70-80 unsolicited resumes a day as a result of
the - aerospace layoffs in the Southern California area.

Varian Data Machines, seeking to escape the cutprice/
throat atmosphere choking today's minicomputer business,
is ready to announce a new mini, the 620/f (for fast).
A 750-nsec 1l6-bitter with read-only memory, the unit
will be software-compatible with its two-year-old
brother, the 620/i, and in the same $10K ballpark. The
620-man Irvine, Calif., firm has a healthy backlog,
expects shipments this year to be 30-35% over last year,
and is building data concentrators and remote batch
terminal interfaces for a major manufacturer. Around
the bend: special hardware/software systems aimed at
yvet-to-be (carefully) selected vertical end-users.
Backed by a solid parent company with a good cash flow
situation, VDM should emerge as one of the major mini
makers.

Another, Interdata, will announce two new computer

(Continued on page 371)
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Bet that the

Sykes COMPU/CORDER" system
does not include complete software
and interface for $2950,

and does not put you on the

air in 30 minutes.

It's easy to disbelieve these
capabilities. And lose by buying
another unit for about $5000, plus
some $1400 for interfacing, plus
$4000 to $6000 more for software,
plus months of waiting and doubt.

But it's true.

The unique Sykes
COMPU/CORDER system does
include the software and interface
for your mini-computer. It’s all

in the one price: $2950.

Complete Software
Package

The software manuals prepared
by Sykes make it possible for any
programmer to easily perform

these operations immediately after
the COMPU/CORDER is installed:

A. BASIC: Set of read/write
sub-routines in both object and
source form to allow processing
data in a traditional sequential
manner. 37-page manual.

B. DABAR: Read/write sub-
routines in both object and source
form that utilize an address track
to permit direct access to data
anywhere along 100 feet of tape

within 4 seconds. 27-page manual.

C. UCHEK: Checkout program
in object form to assess system
performance and operation.
30-page manual.
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Typical Sub-Routines
Want proof of our complete
software control sub-routines?
Here's a sample from our Direct
Access Dabar Manual.

To write a block of data, at say
tape address 1240, the programmer
simply loads the value 1240 into
the first word of his 1/0 area and
includes the following calling
sequence in his program:

PDP VARIAN NOVA

TAD DRIV /DRIV NO ,LDA,DRVO C/C NO. LDA 0,10 ;170 AREA
JMS | WRIT ,LDBIL,ERR ERR ADR LDA 1,ERR ;ERR ADR
AREA /1-O AREA , LDX1,10.17/0 ADR LDA 2,DEV ;C/C NO.
ERR /ERR EXIT JMPM WRIT JSR@ WRITE

{ON /ENABLE INT LEXC,0160 INT. ON INTEN

The Sykes Dabar sub-routines Free Software Manual

and transfer control back to the Software Manual, plus full details
user's program, which is then able  on the Sykes COMPU/ CORDER.
to perform other tasks while the Write today on your letterhead.
writing is taking place.

Sykes software will support up to
six COMPU/CORDER units
simultaneously writing and/or
reading from different I/0 areas.

Interface Kits

We include standard interfacing
and plug-to-plug compatibility for
the Varian 620i, Data General
Nova, PDP-8, PDP-8/L, PDP-8i

and PDP-12. The Interface Kit

Supplled Wlth eaCh Sykes SYKES DAT/;TF!DNICS INC. ”
COMPU/CORDER system in- POCHES e NEW YORK 14608
cludes: Interface board, interface

harness and connector assembly,

5 ft. cables, Use & Care manual,

installation manual, software

manuals, one pre-recorded

cassette, two Write Enable plugs.
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Confessions of
a disk pack reject

“I’'m good. I know I’m good. final physical at RCA. They checked a slight case of the run-outs.
Almost everybody says so. And 1 my sense of balance. Went over “What’s a disk pack to do? I'm
was sure I could make it as an my tracks. Examined the quality good enough to be somebody else’s
RCA Disk Pack. of my coating. Gave me the toughest  disk pack. But all I want to be is

“The 6-high RCA 506. Some of my mechanical and electrical tests an RCA 506. And if T were 11-high,
best friends are 506s. And some are in the industry. T'd want to be a 511.”
11-high RCA 511s. For disk packs, “Those people don’t miss a thing. Nobody needs a reject. Write
eitherisa goal worth striving toward. I didn’t even get to the final test, RCA Magnetic Products, 201 East

“Anyway, I thought I had it a chance to prove myself on a com- 50th Street, New York 10022.

made when I started my puter. Seems I had Our disk packs make it.

REA::
Packs

éﬁ“
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anew lease meter plan

for the Kodak KOM-90
microfiimer.

- You only pay for
the time you use it.

If you're using a computer output microfilmer, or thinking about it, Kodak
has important news: Our new KOM-90 microfilmer lease meter plan starts
with a monthly base rate as low as $2,200 on a 5-year lease. Slightly higher
base rates are available on shorter term leases. -

You pay nothing more for under 20 hours of usage. Additional hours are
economically priced at a declining hourly rate. ‘

This means that now many more computer users, rather than waiting
until they grow larger, can immediately take advantage of the KOM-90
microfilmer and associated COM benefits.

For the new low cost there is no sacrifice in our big-machine speed, big-
machine capability, and COMplete Kodak support.

There's a lot more to the story. So get in touch with your Kodak microfilm
systems representative. Or write Eastman Kodak Company, Business Sys-
tems Markets Division, Dept. DP651, Rochester, N. Y. 14650.

Kodak Microfilm Systems
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Time-share
terminals can now
draw their own
conclusions. .
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Now you can get instant graphics. From the new K
Hewlett-Packard Graphic Terminal, the most
functional advance in time-share capability since

the Teletypewriter itself.

Feed standard EIA ASCII inputs to the Graphic
Terminal and as the data arrives from the computer, it
can be plotted right along with the Teletypewriter
printing. When data transmission is finished, so is the
graph. Plugged into the Teletypewriter, the Graphic .
Terminal will plot from keyboard inputs, or you can
plot with the Teletypewriter silenced by a switch.

No more waiting. No more wading through a swarm
of digits. Clear, sharp graphs help you get the picture
every time —on the spot. And give you faster, more
direct comprehension of computer solutions.

The HP terminal is simple to operate but provides
sophisticated results. No special programming
knowledge is needed. Numbers become points, curves,
circles, lines, ellipses, contours. Or business graphs
like bar or pie charts. Check out trends, study the
behavior of input functions, compare one result
with another. Design graphically with figures from
computer-resolved data.

Add a new dimension to your in-house capability.
Put a Hewlett-Packard 7200A Graphic Plotter next
to your Teletypewriter and draw a more functional
picture of the cold hard data. Your time-share service
has the facts. If they don’t yet offer the 7200A4,
have them get in touch with us.

HEWLETT @F PACKARD

GRAPHIC RECORDERS

11909
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Look at it this wayj...
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The makers of more than a modem.. ..
The forward error correcting modems
with automatic adaptive line equali-
zation, transmitting a total of 4800 and
2400 bits per second throughput. ..
Invite you to visit us at Booth 301-2
at the SJCC in Atlantic City . ..

. or Booths 91-6 at Telecommuni-
cations Exposition in Houston

DATAMA X
CORPORATION

3941 Research Park Drive
Ann Arbor, Michigan 48104
313/769-0900 )

Where better modems are bui'lt

DATAMATION
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editor’s read*ut

SLOWING PAINS

Most of us in the computer industry are not old enough to remember the depres-
sion of the 30’s, with its bread lines, men selling apples, going to the state store
for powdered milk and all them fun and games.

Even the recessions of the 50’s didn’t hit the computer industry—what there
was of it—very hard. Computers were still sailing under the beautiful banner of
cost savings, and the relatively small number of computer specialists around were
too busy trying to get such mundane applications as payroll and inventory control
working to get to the bank to cash their plump paychecks.

And while economic theorists debate whether we're facing a recession, a slow-
down or a minirecession, it’s fairly clear that in certain segments of the industry,
at least, the computer bandwagon is slowing perceptibly.

The defense biz is a puny shadow of what it used to be, and there are startling
cutbacks at aerospace companies. There are even experienced programmers avail-
able . . . at reasonable rates. Even in rather stable, healthy user industries, man-
agement is taking another look at the voracious appetites of its edp entities.
Expansion has become a dirty word.

So for the first time, a large number of edp managers throughout the industry
are facing the rigorous realities of life. Theyre being asked to tighten the belt a
notch. It’s not easy for folks used to riding the crest of an expansion wave . . .
ordering the latest hot-button feature, staffing up for a continually ascending
workload, installing the latest version of an os without worrying about the result-
ing reprogramming shock waves. Let’s face it: most edp bosses are not used to
tightly managing their resources.

But it can be done.

How many of those consoles scattered around the company are luxury termi-
nals, used maybe an hour or two a day? Do you really need 16 tapes? Or would
14 maybe do? A single tall-pack disc might do the job of several six-packs.
There are now plug-plug-compatible peripherals available for many of the major

manufacturers’ mainframes . . . at significant savings. Even “foreign” auxiliary
core can be found . . . and a company that will install it for you. There are hard-

ware and software monitors that will help you analyze, tune and scrub down your
configuration. Even without them, you may find a lot of data coming out of your
computer about its own performance . . . data nobody’s reading right now.
Another thought: some computer families are downward-compatible . . . if you
have good internal documentation and standards, and are willing to alter
programs.

It’s about time somebody in your shop paid attention to measuring and evaluat-
ing people performance, too. It might not hurt to look over the travel budget, see
exactly which shows are worthwhile . . . to how many people. Maybe you send
two guys instead of eight, and make sure they report back to the others what they
learned.

We don’t have any wise words that will help you in that painful moment of
letting someone go. But before trimming your staff, try a little manpower plan-
ning, matching skills, experience and headcount to match your commitments.
Then prune to the plan.

The toughest trick might be that of holding on to those bright people interested
in innovative work, a precious resource likely to drift off at the first sign of cut-
backs in advanced projects. Hopefully, you can husband enough funds to keep
at least one development activity going.

The edp manager who can survive the current slowdown, keep vigor in an
organization that isn’t expanding any more, will win important brownie points
with management . . . and pave the way for future advancement and success.

Growing up isn’t all bad.
‘ —R.B.F.
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AN
INTRODUCTION
TO THE

by David E. Mcintyre

This introduction to wLLIAC 1v is written for a
computer user who has only an acquaintance
with the hardware involved in a conventional
digital computer. For a more complete descrip-
tion consult references 1, 2 and 3.

A stereotype computer can be functionally characterized
as shown in Fig. la. It is composed of: (1) a memory that
holds operands and instructions; (2) a control unit that
fetches instructions from the memory, decodes them, and
issues control signals (microsequence pulses) that operate,
or drive; and (3) an arithmetic unit that performs the
computation operations (addition, logical operations and
multiplication) on operands that have been supplied from
memory, and returns the result to the memory. In effect,
the control unit monitors and controls the flow of information
between the memory and the arithmetic unit and operates
the arithmetic unit.

A typical sequence of events that takes place during
operation is:

1. An instruction is fetched from memory to the control
unit. )

2. When it arrives in the'control unit, it is decoded.

3. If the instruction involves operands in memory, the
operands are fetched to the arithmetic unit.

4. When the operands arrive in the arithmetic unit, the
computation (for instance, subtraction) is initiated and
monitored by the control unit until complete.

5. After completion, the result is stored in memory.

There are several ways one can modify this stereotype
design to achieve an increase in computing speed. One way
would be to add additional control units and arithmetic

1. Slotnick, D. L., et al. “The ILLIAC IV Computer,” IEEE Transactions on
Computers, V. C-17, No. 8, August 1968, pp. 746-757.

2. Kuck, D. J., “ILLIAC IV Software and Application Programming,’” IEEE
Transactions on Computers, V, C-17, No. 8, August 1968, pp. 758-770.
3. Davis, R. L., “The ILLIAC 1V Processing Element,” IEEE Transactions on
Computers, V. C-18, No. 9, September 1969, pp. 800-816.
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parallelism

LLIAC IV COMPUTER

units. This is the multiprocessor configuration. Another way
(Fig. 1b) would be to divide the arithmetic unit into a
group of functionally independent subunits, each of which
could be operated independently by the control unit. As the
control unit decodes instructions, it will determine when
two or more consecutive instructions use separate functional
subunits and are independent of each other. If this is the
case, the separate instructions are allowed to proceed con-
currently in the separate functional units rather than sequen-
tially, as was the case with the stereotype machine. Thisis the
approach employed in the cpc 6600, ByM 360/9X series
and other current generation computers. If the number of

Mr. Mcintyre is a senior en-
gineer, ILLIAC IV project,
University - of lllinois. Previ-
ously he was .a captain,
USAF, and chief of the com-
puter group at the Air Force
Weapons Lab, Kirtland AFB,
Albuquerque, N.M. He has
a BA in mathematics from
Southern lllinois University
and an MS in engineering
physics from the Air Force
Institute: of Technology.
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The innovations of new large-scale computers often show what design

characteristics will become standard in medium-sized machines for the commercial

market a few years later. Thus, to give you a look at new ideas that may

help shape the future, we have gathered together in this issue some examples A

of very large systems. There are descriptions of the IBM 360/195 and CDC 7600,

with emphasis on the latter’s software, plus an introduction

to one of the supercomputers—the ILLIAC IV. In addition, Dr. Graham

of RAND discusses the advantages and drawbacks of parallel versus pipeline

design, using ILLIAC IV and CDC's forthcoming STAR as examples of these contrasting approaches.

operands that can be processed by the arithmetic unit is
increased, the speed with which the arithmetic unit can
obtain and store operands from the memory must also be
increased to avoid a bottleneck. This can be achieved by
partitioning the memory into several sets of memory banks.
A memory operation can then take place simultaneously in
separate memory banks.

Fig. 2 (p. 62) shows how the stereotype design has been
modified in the design of 1.L1AC 1v. This figure describes one
quadrant, or one-fourth of the 1LL1AC 1v array. The control
unit operates in very much the same manner as the control
unit in the stereotype computer. Instructions are fetched
from the memories to the control unit where they are
decoded and microsequence signals are produced. The
microsequence signals are duplicated 64 times, and each set
of microsequence signals is passed to a separate arithmetic
unit. The same set of signals operates 64 different arith-
metic units and increases the number of arithmetic opera-
tions that can be performed by a factor of 64. An arithmetic
unit is referred to as a “processing element” (Pe). Each of
the 64 re’s has one memory bank and can fetch or store
operands only to or from its own unique memory bank. The
control unit, however, can fetch instructions from any of the
64 memory banks. The restriction that each arithmetic unit
perform memory operations only with its unique memory
solves some problems and poses some others.

If the memory banks of 1LL1AC IV were arranged with a
large crossbar switch so that any pe could access data from
any memory bank, there would be delays imposed because
of the distance that the signals would have to -travel.
Furthermore, if two different pE’s required a datum that
was stored in a third pE’s memory bank, one of the two pE’s
would be forced to wait a complete memory cycle before it
could receive its operand because only a single memory
operation can take place using the same memory bank at
one time. These delays are referred to as bank conflicts and
are encountered even in concurrent computers. Therefore,

April 1970

by assigning each processing element its unique memory
near the pE, signal line delays can be minimized and the
possibility of bank conflict will be eliminated because only
one PE will be making demands on a given memory bank.
Programs run most efficiently if all the operands used by
PEi can be stored in memory i. This is a restrictive condition

STEREOTYPE CONCURRENT
CONTROL CONTROL
UNIT UNIT
] T 1 1 1 T 1 1
[t [ T
| I I [ T
I I Y Yvy
S S
g, ARITHMETIC 5
z UNIT . E
2 g / LOGICAL
)
MEMORY MEMORY

Fig. la (left). Functional block diagram for a stereotype
computer.

Fig. 1b (right). Functional block diagram for a concurrent
computer.
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ILLIAC IV. ..

and is not always possible. Occasionally rri needs to use an
operand that is stored in PEj’s memory, When this is the
case, the operand in PEj’s memory can be transmitted to a
register in PEj and then again transmitted to the correspond-
ing register in PEI. PEi can then store the operand in its mem-
ory. This process is called routing and will be explained in
more detail in the programming section of this article.

The processing element (IYig. 3) in the 1LLIAC 1v is
basically a four-register arithmetic unit. There is an A
register and a B register used to hold the operands for
arithmetic and logical operations, Operands for arithmetic
operations are placed one in the A register and one in the B

register when the operation is performed and the result is
left in the A register. The S register is provided as tempo-
rary storage to avoid making repeated accesses to memory
to fetch or store intermediate results. The R register is used
to transfer information among the rE’s in the routing opera-
tion. Each of these registers is 64 bits long.

The R register of every pE is wired directly to the R
registers of four other PE’s. PEi is connected to PEi41,
pEi—1, PEi+8, and pPEi—8 via the R register. The routing

~ operation uses the R registers and can be visualized by

considering the 64 R registers as a large 4096-bit register.
Upon executing the command “route 1 to the right,” this
long register is shifted end around 64 bits to the right. (See
Fig. 4.) Routes can be performed toward the right (in the
direction of increasing pe number) or left. A distance 8

Ri Rz R3 A Re3 Reg

al 02 03 e &6 06 0 0 0 o 063 064

64 BITS
ROUTE 1 RIGHT ACCOMPLISHES

Ry Rz R3 . Re3z Req

Ggq | O ‘“2 et | Q2 | 93

INSTRUCTIONS CONTROL
UNIT
T
P
. - Yvdy o e
T . T
1] 'y Yy Yyy
PEI PEZ [em e+ oenl PEi [emo oo wn PEG4
MEMORY MEMORY MEMORY MEMORY
| 2 i 64
Fig. 2. ILLIAC IV quadrant.
A
B
S
i-1 i+1
-t R
i-8 l_x_J i+8
FLIP
FLOPS
|4—64 BITS ——-D‘
|
2
3
o
L]
L
2047
2048

Fig. 3. ILLIAC IV processing element and associated process-
ing element memory.
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Fig. 4. Route instruction.

route (shift of 512 bits) is provided so that information can
be rapidly sent between pr’s with greatly different num-
bers. Displacements of =1 and =8 require about 100 nsec.
Arbitrary distance routes are decomposed by the hardware
into several consecutive routes of distances § or 1.

There is also an 18-bit index register (x register), which
is used mainly to increment a basic memory address. Final-
ly, there are eight 1-bit flip-flops that can be used to store
the results (true or false) of tests, logical operations, etc.
Each rE memory is composed of 2048 64-bit words. It is a
semiconductor memory with a cycle time of roughly 200
nsec. )

It should be stressed that the microsequence stream
controlling Pri is exactly the same stream that controls pej,
and the pE’s are constrained to execute exactly the same
instructions at exactly the same time. When pel is perform-
ing an addition, PE5 can not perform a multiplication.
There are two degrees of local autonomy provided for a pE.
The first degree of autonomy involves “turning off” or
disabling a pe. A disabled PE can perform no operations. A
pE can be disabled either on command from the control unit
or as a result of some conditional test. For instance, at the
end of an arithmetic operation, the control unit can issue a
command that is interpreted as “any pE that has computed
a negative result, turn yourself off.” Once a rE is turned off, it
can no longer turn itself back on and must be enabled on
command from the control unit. The other degree of in-
dependence available is that each rE may use a different
memory location for a memory operation. This can be done
by incrementing a base address by the contents of the index
register in each PE. Suppose PE17 is to store the contents of
its A register in memory location 35, while P18 is to store
the contents of its A register in memory location 45. The
index register in PE17 would be set to zero, the index register
in PE18 would be set to 10, and the control unit would issue
the instruction “store to location 35 incremented by the index

DATAMATION



register.” In p17 the memory address would be incremented
by zero, and the store would be to location 35, In re18, the
address 35 would be incremented by 10, and the store would
be performed into location 43. These two degrees of freedom
associated with each pe actually provide a great deal of
flexibility in programming ILLIAC 1v.

pE’s can be operated either in 64-bit mode or in 32-bit
mode. In the 32-bit mode, each 64-bit word is considered as
two 32-bit words and two 32-bit floating point operations
can be performed in roughly the time required to perform
one 64-bit operation. In 64-bit mode, floating point num-
bers have 48-bit mantissas, leaving 16 bits for exponent and
sign. In 32-hit mode, mantissas are only 24 bits long,.

Table 1 compares the execution times for common oper-
ations between a single processing element and a cpc 6600.
In all fairness, it should be pointed out that there is often'a
great deal of concurrency obtained using the cpc 6600.
That is, several separate floating point operations can be
going on at one time. There is also a limited amount of
concurrency in 1LLiac . If two consecutive instructions to
be sent to the PE’s are independent and do not require the
same components in the pE, they may be executed concur-
rently. Acknowledging that this is rather a rough compari-

PE 6600

nsec nsec
Memory to Operating Register (fetch) 350 800
Floating Add 350 600
Floating Multiply 450 1000
Floating Divide 2750 3000
Register-Register Transfer 50 300
Operating Register to Memory (store) 300 1000

Table 1. Comparison between PE and CDC 6600 of execution
times for some common operations

son, it is fairly reasonable to equate in floating point com-
puting power a single PE and one or two cpc 6600°s. If all
64 rE’s are enabled and doing useful work, they can pro-
duce floating point operations at a rate comparable to
between 64 and 128 cpc 6600’s.

control unit

Fig. 5 gives a functional representation of the major
components in the control unit (cu). There is a local data
memory composed of 64 words. This local memory can be
filled from any location in any PE memory and also stored to
any location in any Pe’s memory. There is a block of 64
words called the Program Look Ahead (rra). This block of
words provides an instruction queue and its operation will
be explained in a later paragraph. The arithmetic unit in
the control unit is a very simple unit and is restricted to
performing logical operations and fixed-point addition and
subtraction, obtaining operands and storing results only
within the local data memory.

The instruction decoding logic decodes instructions pro-
vided from the program look ahead (pLa). If the instruc-
tion is of the type to be executed by the array of processing
elements, the decoded instruction is fed into the micro-
sequence generator where the microsequence pulses are
generated and sent down control lines to drive the process-
ing elements. If the instruction is one to be executed in the
control unit, the decoded instruction is issued to the simple
arithmetic unit. Most of the instructions executed by the
control unit involve housekeeping operations associated
with loops or indices. These housekeeping instructions can
be executed concurrently with arithmetic instructions fed to
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the pe’s. (This concurrency is not related to the concur-
rency in pg instructions, which was mentioned previously.)

An 1Luiac v machine language instruction is composed
of 32 bits. The 64 words (each word is 64 bits) in the pra
provide a queue of 128 instructions. Loops containing up to
128 instructions can be executed without any reference to
pE memory. The 64 words are divided into 8 sections of 8
words each. When the control unit is executing the instruc-
tion contained in the fifth word of the 8-word section of

-«—64 BITS — «—64 BITS—»

Y L]
. L]
L] L
FROM PE PROGRAM 64 LOCAL &
MEMORY ~ | LOOK AHEAD WORDS MEMORY MEMORY
L]
. .

FIXED POINT
ARITHMETIC

INSTRUCTION
DECODE
MICROSEQUENCE
GENERATOR

"‘:l
YYyy
PE's

Fig. 5. Control unit.

instructions, it checks to see if the next 8 words of instruc-
tions are already contained in the pra. If the next 8 words
are not contained in the prLa, it will issue commands to
bring them to the pLa and destroy the oldest subsection of 8
words. This effectively eliminates many of the delays im-
posed by instruction fetching, except for the case in which a
jump is made to a section of the program that is not
contained in the pra. For a large range of programs that
have been simulated, it has been found that the control unit
is delayed waiting for instructions to be fetched from mem-
ory much less than 1% of the time.

cu-pe communication

Operands and control information can be transferred
between the control unit and the pE’s in several possible
ways:

1. The control unit can broadcast a 64-bit word to all
pE’s simultaneously. The word originates in the cu local
memory, or the arithmetic unit in the cu, and the destina-
tion can be any of the 64-bit operating registers in the PE.

2. The control unit can broadcast a 64-bit word with one
bit going to each pE. That is, bit one would go to PEIL, bit
two to PE2, . . ., bit 64 to pE64. The destination of the bit
going into a PE can be any of eight 1-bit registers in each
pE. This is a method by which pE’s are enabled and
disabled. For instance, if it is desired to enable all even-
numbered pE’s and to disable all odd-numbered pE’s, the
control unit (using its arithmetic unit and logical opera-
tions) constructs a 64-bit word which has alternating ones
and zeros. This word is then passed to the microsequence
generator where one bit is sent to each pg, disabling all PE’s
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ILLIAC V...

that receive a zero, and enabling all pe’s that receive a one.
The 1-bit register that specifies whether a pE is enabled or
disabled is called the mode register.

3. The control unit receives information from the pro-
cessing element in the reverse of the method previously
described. That is, a bit is sampled from a 1-bit register in
each processing element and assembled into a 64-bit word
in the control unit. The control unit can use this facility to
determine which pe’s are enabled by assembling a 64-bit
word from the single bit mode registers in 64 different
PE’S.

4. The control unit can fetch words from the memory of
any PE into the local data memory or into the rra. The
fetch can consist of a transfer of one 64-bit word or a
transfer of 8 contiguous 64-bit words. The fetch of 8
contiguous words requires only slightly longer than the
fetch of one word, and thus is a high-speed .method of
getting large amounts of data into the control unit from the
pE memory. All of the fetching to the pLaA is automatic, as
was previously pointed out.

the illiac iv system

Fig. 6 shows the 1LLIAC 1v system organization. It is
composed of four identical control units, each control unit
driving 64 Pe’s with 64 PE memories. The cu’s are con-

TAPES, READER, CRTS, PUNCH

»{ B6500

[eur o———feve fe o s cva |

64 PEs e 64 PEs 64 PEs le— 64 PEs
64 MEMORY 64 MEMORY 64 64
BANKS BANKS MEMORIES MEMORIES

A

I/0 BUFFER

Fig. 6. ILLIAC IV system.

nected by lines that allow all to execute exactly the same
instruction stream. In this “united” mode of operation,
routing is provided across quadrants and end around from
PE256 to PE].

ILLIAC Iv can be operated in several configurations. For
example, all control units can be executing the same in-
struction stream, or each could be executing a different
instruction stream; also, two control units could be execut-
ing one instruction stream and two executing another. Tt is
possible to change the configuration during the execution of
a program, but it is felt that this is not an extremely
practical facility and does require certain careful program-
ming considerations.

ILLIAC 1v performs its input/output (1/0) through the
Burroughs B6500 computer. The B6500 is very similar to
the B5500, but is about five times faster. The data base for
programs that are not core contained resides on a 109 bit
head-per-track disc. This disc has-two controllers, and each
controller is capable of transferring into or out of the LLIAC

64

v memory at the rate of 500 X 106 bits per second. If input
and output were being carried on simultaneously by using
both controllers, the effective transfer rate can be 109 bits
per second. This disc has a revolution time of 40 msec,
giving an average access time of 20 msec.

The average effective access time can be decreased con-
siderably below 20 msec when several 1/0 requests can be
accumulated in the 1/0 controller. There is a mechanism in
the 1/0 controller that compares the beginning disc address
of all 1/0 operations in a queue of requests with the address
of the section of the disc that is passing under the read-
write heads. As soon as a match is found, an 1/0 operation is
initiated. For example, suppose two 1/0 descriptors reside
in the descriptor queue with the lowest (oldest) descriptor,
descriptor a, referencing a disc address that is located 270
degrees away from the disc address that is passing under
the read-write heads, and the second 1/0 descriptor, de-
scriptor b, referencing a disc address that is located only 90
degrees away from the disc address under the read-write
head. (See Fig. 7.) The logic in the 1/0 controller would
initiate the 1/0 operation b first, requiring only a disc
rotation of 90 degrees, or a latency of only 10 msec, instead

READ-WRITE HEADS

_ BEGINNING BEGINNING DISK : o
ADDRESS ADDRESS ADDRESS REQUEST
FOR 1/0 FOR1/0 QUELE

OPERATION B OPERATION A |COMPARE [ DESCRIPTOR FOR OPERATION B

DESCRIPTOR FOR OPERATION A

Fig. 7. 1/O descriptor queue.

of initiating the 1/0 operation a, which would require a disc
rotation of 270 degrees, or 30 msec latency time. The queue
in the 1/0 controller can contain 24 1/0 descriptors.

The B6500 exercises control over the cu’s and all of the
interactions between the disc and the computing array. The
control units request 1/0 of the B6500, and it coordinates all
1/0 requests and initiates all 1/0 transfers between the disc
and the array. At the end of an 1/0 transfer, it signals the
control unit that the transfer .is complete. In addition to
performing in this supervisory capacity it also does all of the
compiling for programs to be executed on 1Lriac 1v. All
external data used by the 1LLIAC 1v array goes first to the
ieLiac 1v dise. For instance, if an executing 1Lriac 1v
program needs to read a tape unit, it makes the request of
the B6500. The B6500 then reads one of its tape units,
writes the result onto the mriac 1v disc and initiates the
operation to bring the record from the mwriac v disc into
the 1LLIAC IV memory.

programming illiac iv ,

It was mentioned previously that the separate memories
assigned to each processing element do provide operands at
a very high rate to each processing element, but they also
cause a complication when programming 1Lriac 1v. The
programmer must arrange a storage allocation scheme so
that when PEi needs a datum of information, it is “easily”
accessible to pPEi. This does not necessarily mean that the
information must be stored in PEi’s memory, since the route
instruction makes it possible to obtain operands from
memories other than that associated with pei. However, it
does mean that the transfer of operands from one memory
to another by using the routing instruction must be done in
some regular fashion,

Suppose PE7 needs a datum of information that is stored
in PE2’s memory at the same time that pel2 requires a

- datum of information that is stored in PE7’s memory. This
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requires a parallel operation because both pe2 and re7 can
fetch operands from their memory and simultaneously route

a distance 5 to the right (by performing a route 8 to the.

right and 3 consecutive routes of 1 to the left), making
operands available to pr7 and pel2. However, if pe7
needed the information from re2, and rel2 needed the
information from rel9, this transfer of information would
be impossible to implement in parallel because one involves
a route to the right while the other involves a route to the
left.

Programming 1LL1AC 1v involves a rather alien situation
for the programmer who is accustomed to the conventional
machine. He must not only think of some way to implement
his mathematical algorithm, but he must also think of a
memory allocation scheme for storing data which allows the
algorithm to be implemented in a parallel fashion. How-
ever, memory allocation problems are not totally new to the
FORTRAN programmer. An experienced FORTRAN program-
mer can use the DIMENSION, COMMON and EQUIVALENCE
statements to force the FOrTRAN compiler to allocate data
storage as the programmer chooses. It is often a common
programming trick to reference a doubly dimensioned
variable as a singly dimensioned variable. For instance, if A
were dimensioned 10 X 10, a programmer will sometimes
reference A(27) knowing that he is actually referring to
A(7,3). Occasionally it is expedient to write a subprogram
with arguments that are singly dimensioned arrays but to
call, or enter, that subprogram using a doubly dimensioned
argument. . '

In order to effectively use the EQUIVALENCE and coanion
statements and employ some simple programming prac-
tices, the programmer must know how arrays are stored or
distributed in memory. When using 1Lriac 1v, the pro-
grammer must consider the memory allocation while he is
composing the program rather than simply regarding it as a

PE1 PE2 PE3
loc 1
o o o
o o o
o o o
loc 10 X11 Xi2 X13
loc 11 Xo1 Xao Xo3
loc 12 X31 X32 X33
o o o
o o o
o o o
loc 25 Y Yio Y13
loc 26 Yor Yoo Yo3
loc 27 Y31 Y32 Y33
o o o
o o o
o o. o
loc 102 Z]l Zl‘_) Z]3
loc 103 Zoy Zoo Loy
loc 104 Zy Z3 L3
o o o
o o o
o o o
loc 2048

Fig. 8. Straight storage.
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casual “after-the-fact” problem.

Perhaps it is worthwhile to illustrate the problem of
memory allocation and also to demonstrate how parallelism
can be achieved by specifying the steps that are pro-
grammed to perform a matrix multiply. For this example,
iLLiac 1v will be constrained to use 3 PE’s. The first step is
to arrange to store the elements of the 3 X 3 matrices, X, Y,
and the product matrix Z (we will compute X * Y = Z) in
the memories as is shown in Fig. 8. This form of storage is
commonly used for doubly dimensioned variables and is
referred to as “straight storage.” Xi2 is stored in location 10
in PE2’s memory, Ys3 is stored in location 27 in pE3’s
memory, etc.

Step 1: Copy the first row of X to the cu local data
memory (the contents of memory location 10 in the first
three PE’s).

Step 2: Simultaneously fetch the first row of Y to the B
registers. Each pe fetches from location 25.

Step 3: Broadcast Xi1 from the cu to the A registers of all
pE’s. The contents of the registers are shown in Fig. 9a.
Step 4: Multiply (the contents of A times the contents of B

replace what was in A), and store contents of A in the S

register. ‘

Step 5: Fetch the second row of Y to the B registers. Each
PE fetches from location 26.

Step 6: Broadcast Xi» to all A registers. Contents of A, B,
and S registers are shown in Fig. 9b.

Step 7: Multiply (Xi2 * Yer is formed in pEI’s A register,
while Xi2 * Yoz is formed in pE3’s A register).

Step 8: Add contents of S to contents of A and store results
in S.

Step 9: Fetch third row of Y to B registers. Each pE fetches
from location 27.

CU LOCAL MEMORY

[ ] e [ ]

PE1 PE2 : PE3
A reg X1 X1 X1
B reg Y1 Y12 Y13

Fig. 9a. Contents of A and B registers after Step 3 of matrix
multiply.

PE1 PE2 PE3
A reg Xi2 X12 Xi2
B reg Yo, Yoo Ya3
S reg X1 ¥Yn Xi1 *Yie Xi1 *Yi3

Fig. 9b. Contents of A, B, and S registers after Step 6 of
matrix multiply.

Step 10: Broadcast Xz to all A registers. (See Fig. 9¢, p. 66.)

Step 11: Multiply

Step 12: Add contents of A to contents of S. Fig. 10 (p. 66)
shows contents of A registers after addition. Note that the
first row of the product matrix has been formed, Z11in PEIL,
Z13 in PE3.

Step 13: Store contents of A registers to first row of Z. All
PE’s store to location 102.
Now, in order to compute the second row of the product
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matrix, ‘the second row of X is fetched to the local data
memory in the cu, and the process is repeated.

In fact, what we have demonstrated through the descup-
tion of a matrix multiply is that i.Liac 1v can do elementary
row operations “in parallel.” However, there will be many
applications in which it is desirable to perform column
operations in parallel, as well as row operations. In particu-
lar, matrix inversion and numerical solution of partial
differential equations require this facility. An alternate
method of memory allocation, called “skewed storage,”
permits row and column operations to be performed in
parallel.

PE1 PE2 PE3
A reg X13 X3 Xi3
B reg Y31 Y32 Y33
X1 *Yu X *Yie Xu *Yig
S reg =+ + +
X12 *Yo Xi2 *Yao Xz *Yoy

Fig. 9c. Contents of A, B, and S registers after Step 10 of
matrix multiply.

PE1 _PE2 PE3

Xi1 *Yi Xi1 *Yio X1 *Yi3
: + + +

A reg X1z *Yoy X1z *Yag Xi2 *Ya3
+ +

X1z *Ys Xi2 *Yso X1z *Ys3

Fig. 10. Contents of A register after Step 12 of matrix
multiply.

Fig. 11b shows the skewed storage technique for a 4 X 4
matrix A. As in straight storage, the first row is stored across
the pE’s at some location ¢ in the PE memory. The second is
then “skewed” or rotated once to the right, so that az is
stored in PE2 (instead of pEl as would have been the case
with straight storage). The third and fourth rows are
skewed two and three PE’s to the right, respectively.

Now in order to perform row operations involving the
third row, the contents of memory location ¢ + 2 is
simultaneously copied to the pE operating registers. To
perform a column operation involving the first column, the
index registers are loaded as shown in Fig. 11a. The index
register in PEl is loaded with 0; the index register in PE3 is
loaded with 2. Then, on the command “fetch from location
¢ incremented by the index register,” the first column
(circled elements in Fig. 11b) is simultaneously copied to
the PE operating registers. In order to fetch the second
column, the contents of the index registers are simply
rotated one PE to the right (dotted portion of Fig. 1la),
“fetch from location ¢ incremented by index register” is
executed, and the second column (triangles) is obtained.

the higher level language

Because the architecture of 1LL1AC 1v is so different from
that of a conventional machine, and because there is so
much potential computing power available with LLiAC 1v,
it is quite a challenge to construct a higher level language
that will allow the user to easily and effectively use the
machine. Such a language, called TrRANQUIL, is being de-

veloped at the University of lllinois. It is very similar to |
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ALGOL and is, in fact, a superset containing ALcor. It
differs from aLcoL in several areas, principally in the use of

-index “sets” for loop control and by permitting two types of

loops: a sequential loop and a loop that is executed simul-
taneously (in separate PE’s).

Instead of attempting to detail the language and com-
piler, some illustrations of TraNQuIL source code will be
given and the method of implementation by the compiler
will be explained.

FOR(1,]) SEQ([1,2,..., 101, [5,10,...,
A[l] « B[I+1] + C[J]

The For statement is the loop statement like vo in

FORTRAN. This is interpreted as: for I sequentially taking on

SKEWED STORAGE

50]) DO

X REGISTER 0 | 2 3

'Sitalul Sulniuinly Rl Sty

¢ 3 1 0 vy 2
i

Fig. 11a. X register rotation scheme for skewed storage.

PEI PE2 PE3 PE4

Q24

[ )
®
MEMORY
LOCATION & ’" Q3 Qia
azs

33 | Qza

Fig. 11b. Skewed storage of matrix elements in PE memory.

the values 1, 2, etc. up to 10; and J sequentially taking on
the values 5, 10, etc. up to 50; replace A (1) with the sum of
B(I+1) and C(J). The object code would first locate B(2)
and C(5) in the PE memories (according to some memory
allocation scheme that had been previously specified to the
compiler by the programmer), copy them to some rE,
perform the sum and store the result in the location as-
signed to A(1). This process would then be repeated with
B(3), C(10) and A(2). After a total of 10 repetitions,
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A(10) would contain the sum of B(11) and C(50). Total
operations involved in this loop, neglecting set-up time, is
20 locate-fetches, 10 adds and 10 stores.
FOR (L]) SIM (1,2, ..., 10], [5,10,...,50] DO
AL <B[I+1] + CLJ]

This construction will implement the loop simultaneously.
B(2), B(3), ..., B(11) will be located and fetched to pE
operating registers simultaneously, as will C(3), C(10) ...,
C(50). The sums will be computed in separate pPE’s at the
same time, and the results stored to A. Total operations
involved for this loop are 2 locate-fetches, one add and one
store. If some naive programmer had assigned the arrays B,
C, and A all to pE5, this simultaneous implementation
would not be possible, and the statement would necessarily
be executed sequentially. The compiler can only implement
parallelism that has been enhanced by the programmer
(through judicious choice of memory allocation schemes
and index sets); it cannot impose parallel or simultaneous
operations in all circumstances. Some future version of
TRANQUIL may be able to distinguish the implicit paral-
lelism in an instruction string, but certainly for the first few
months the user must be explicit in his definition of what
portions of the program can be implemented in parallel. A
sample TRANQUIL program is shown in Fig. 12.

Line
Number SAMPLE TRANQUIL PROGRAM

1 REAL SKEWED ARRAY A, B[0:100, 0-100];
2 INCSET JJ
3 MONOSET I(1) [27:6], KK(1)} [100:60];
4 INTEGER |, J, K, L; -
5 Il — [2,10, 13, 21, 24];
6 U—12,4,...,98];
7 FOR (I) SEQ {ll} DO
8 BEGIN FOR (J) SIM (JJ) DO
9 KK — SET (J:A[l, J] < BIL, J]);

10 FOR (K) SIM KK) DO

11 Al Kl — All+1, K] + BlI, K+1];
12 END

Fig. 12. Sample TRANQUIL program.

Some of the features of this TRaNQuUIL program will be

described. Lines 1 through 4 are declaration statements.

Lines 5 and 6 define sets. Lines 7 through 11 are the

“executable” portions.

Line 1: Informs the compiler that arrays A and B are type
real and should be stored in skewed storage fashion. The
programmer can then do row or column operations with
equal facility (although line 11 involves only a row
operation). Limits the range of the two subscripts to
between 0 and 100.

Line 2: Specifies that JJ is to be considered an “increment”
set, a set whose succeeding elements differ by a constant
increment.

Line 3: Specifies that II and KX are sets of monotone “one-
tuples”. II has no more than six elements (max element
no more than 27) and KK has no more than 60 elements
(max element no more than 100).

Line 4: Types 1, ], K, L as integer.

Line 5: Defines the set II to be the set (2, 10, 13, 21,
24).

Line 6: Defines the set JJ to be the set (2, 4, 6, 8, 10, . . .,
96, 98).

Line 7: The start of a loop which extends through line 11
(the commands contained between the BEGIN of line 8

April 1970

and the END of line 12). This loop will be performed

first with I=2, then with I =10, then I=13, I=21, and

finally I = 24, -

Line 8: The start of a simultaneous loop with J taking on
values 2, 4,6, ..., 98.

Line 9: Defines a new set KK. KK is the set of even ], such
that A[I, J] is less than B[L, J]. Observe that KK will, in
general, be a different set each time I, the index on the
outer loop, changes.

Line 10: The start of a simultaneous loop in which the
index K takes on the values of the new set KK that has
just been generated.

Line 11: This arithmetic and replacement is done simul-
taneously in several PEs (provided KK has more than one
element. '

Line 12: Ends the inner loop.

TRANQUIL probably will not be used as the primary
language to compose ILLIAC Iv programs. Since descriptions
of the language are available in the open literature (refer-
ences 2, 4, 5) it was referred to here to illustrate the type of
language extensions that are necessary to reflect the fea-
tures of ILLIACIV.

illiac iv operation :

Because of economic considerations, only one quadrant
of the four-quadrant system is currently under construction.
This quadrant will be delivered to the University of Illinois,
where it will be available for continued language and
software development, and for use by the supercomputer
users in the weather community, Department of Defense -
and agc. At the university a 1012 bit mass storage device
will be integrated with the system.

summary

ILLIAC 1v, in order to achieve a cost-effective solution to
the speed problem, has decentralized the central processing
unit into four control units (each capable of executing
independent instruction streams) each of which drive 64
processing elements—a total of 256 processing elements.
Each processing element acts as an arithmetic and logic
unit and has its own 2048-word (64 bits per word) memory
capable of communicating with all of the other processing
elements.

Distributing the arithmetic and logic functions over 256
processing elements allows the 1LLIAC 1v to perform opera-
tions simultaneously on many types of data structures. In
addition to this parallelism, the processing elements are
extremely fast computers in their own right: memory cycle
time is less than 300 nsec; a 64-bit floating point add takes
250 nsec; a floating point multiply of two 64-bit numbers
takes 450 nsec.

At the present time, however, ILLIAC 1V is not “trans-
parent” to the programmer; that is, he can not merely write
his program in some high level language and remain un-
aware of the “insides” of the machine. He must have some
knowledge of the computer at a machine language level in
order to fully exploit the parallelism of rLLiaC 1v. Of course,
work continues in the development of a high-level language
for 1wLL1AC 1v so that it will be easier for the novice pro-
grammer to use. ]

4. Northcote, Robert S., “Software Development for the Array Computer
ILLIAC IV,” University of lllinois at Urbana-Champaign, Department of
Computer Science, Urbana, Illinois, Document No. 214, -March, 1969.

5. Abel, N. E., et al. “TRANQUIL: A Language for an Array Processing
Computer,” Proceedings AFIPS Spring Joint Computer Conference, 1969,
pp. 57-75.
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THE
PARALLEL
AND THE

by William R. Graham

Within the next year, two extraordinary com-
puters will become operational. Both of these
machines will transcend the usual limits of com-
. puter design, and operate at speeds a factor of
10 faster than today’s most powerful machines. However, it
would be a serious mistake to think that presently existing
problem formulations and programs can easily be adapted
to these supercomputers. In fact, it is not yet certain that
the new machines will ever be useful for other than limited,
special applications. The computers are the parallel m.L1AC
1v and the pipeline Control Data sTAR; the equally formida-
ble strengths and weaknesses of their generic designs are
the subject of this article.

the parallel computer

The parallel computer, such as the University of Ilinois’
uiac v described in another article in this issue, is based
on the notion that two conventional computing machines
can work at twice the rate of one machine. The major
deficiency in this approach is that two machines also cost
twice as much as one machine. To overcome so fundamen-
tal a drawback, the parallel design has many identical
copies of the conventional computer’s arithmetic unit
driven with only one control unit. The control unit is
responsible for obtaining, decoding, and issuing instruc-
tions, and generally assuring that the machine will do what
it is supposed to do. Since the control unit is rather sophisti-
cated and expensive, a considerable amount of money is
saved by having only a single control unit in charge of W
identical arithmetic units. (W is called the “width” of the
parallel processor.) The price paid for getting by with only
a single control unit is that each of the arithmetic units must
do the same thing at the same time or else be inhibited and
do nothing, a condition which somewhat limits the flexibil:
ity of the computer. ‘

The parallel processor must be organized so that it is
impossible for two or more arithmetic units to attempt to
change the same number in memory at the same time. This
is achieved most simply by allocating to each arithmetic
unit an exclusive block of memory, not directly accessible to
any other arithmetic unit. The result is that if arithmetic
unit J needs a number stored in the memory of arithmetic

(Any views expressed in this paper are those of the author. They should
not be interpreted as reflecting the views of The RAND Corp. or the
official opinion or policy of any of its governmental or private research
sponsors.) .
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unit K, the control unit must have K recall the number and
then transmit it, over specially provided channels, to J. The
number of channels that would be required to interconnect
directly all of the arithmetic units is W2-W.

If the designer wishes to sacrifice transmittal time, a
smaller number of channels may be used. For example, in
the 1LLIAC 1v, if one imagines the arithmetic units strung on
a circle, then only the two nearest units and the two seven
units away are in direct communication. Another way to
visualize the interties is to arrange the arithmetic units on a
toroid as shown in Fig. 1. Then only the four nearest
neighbors (two on the circles shown and two along the
toroid) can communicate directly. In this arrangement,
eight transmissions are required for communications be-
tween the most distant arithmetic units.

the pipeline processor

A quite different approach underlies the design of the
pipeline processor, such as the sTar which is under devel-
opment at the Control Data Corp. In the conventional
computer, the time required to retrieve operands from the
memory, execute the operation, and return the result to
memory must be greater than a time equal to the distance

Dr. Graham is a member of
the physics dept. of the
RAND Corp. in Santa Monica.
His involvement with large
computers stems from re-
search into the dynamics of
complex chemical systems,
and in numerical modeling of
electromagnetic field genera-
tion and propagation. He is
currently working on large-
scale biophysical phenomena.
He has a BS in physics from
Caltech, and an MS in engi-
neering science and a PhD in
EE from Stanford.
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traveled by the information divided by the speed of light,
and several other less inevitable factors. The pipeline pro-
cessor, shown schematically in Fig. 2, gains its advantage
by starting the retrieval of a second set of operands, each
located in memory adjacent to the first, before the first result
has been returned to the memory. Thus, a pipeline begins
to fill, and the round-trip distance divided by the speed of
light no longer limits the apparent cycle time.

So that the arithmetic unit will not be an obstruction to
the flow, it too is built as a pipeline. It can receive and start
working on a second set of operands before finishing the
calculation for the first set. The hardware required to make
the arithmetic and memory units work as a pipeline is
elaborate and expensive, so that if the pipeline processor is
to be economical, the pipe must be kept full a substantial
part of the time.

To complete the memory-to-memory pipeline, the arith-
metic unit must deliver the results back into memory at the
same time and rate that it is receiving new pairs of oper-
ands from the memory. It is sometimes desirable to skip an
operation on certain operands in the pipeline. This is done
through the use of a control vector which contains one bit
that is associated with each operand set in the pipeline.
Depending on whether the associated control-vector bit is
one or zero, the operation is either performed or skipped. If
no operation is performed, the memory location for the
result does not have its previous content changed.

Slo

Fig. 1. ILLIAC IV memory interconnection.

The logical control processes that must take place for the
number stream in the pipeline to flow smoothly are collec-
tively referred to as a Boolean Orgy, and are sufficiently
difficult that the foreseeable pipeline machines will permit
only one type of arithmetic operation per stream (e.g., add
or multiply or divide) and only one stream at a time. (A
rather amazing exception to this is the vector inner-product
operation, which may be implemented on the star.) Fur-
thermore, the pipeline memory retrieval and storage loca-
tions for each operand string are constrained to lie on a
consecutive linear sweep through the memory. As with the
parallel processor, both the maximum computing rate and
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the opportunities for inefficient operation are greatly in-
creased by this design.

To compare the two types of machines, it is first neces-
sary to have a clear idea of what computation can proceed
in parallel and what in pipeline.

The hierarchy of computer activities starts with the basic
step: the retrieval of a set of operands from memory, the
operation, and the return of the results to memory. At the
next level is the parallel or pipeline stage. The stage is the
collection of all of the program steps which could be done
in parallel or in the same pipeline stream without creating a
dilemma in the logic of the program execution. A stage is a
property of the logic of the problem, but not of the com-
puter width or pipeline capacity. Finally, all of the stages
connected in the proper order constitute a computer pro-
gram.

The following conditions result from the constraints of
logical simplicity being imposed in present computer de-
signs. N computing steps, S1, Sz, . . . Sy, form a parallel
stage if (1) no step depends upon the result of any other in
the stage, (2) all steps require the same operation to be
performed, and (3) the operands are properly distributed
among the arithmetic unit memories.

N computing steps form a pipeline stage if (1) no step
depends upon the result of any other in the stage, (2) all
steps require the same operation to be performed, and (3)
the members of each operand string are packed in succes-

* sive memory locations. Comparing these two sets of condi-

tions, one sees that (1) and (2) are the same; only (3),
memory location assignment, is different for the parallel and
pipeline machines.

A world of trouble is hidden in these three conditions.
The first condition means, for example, that the usual two-
pass algorithm for, solving the Crank-Nicholson equation
will reduce pipeline and parallel computers to conventional
one-step-per-stage operation, with a corresponding long
execution time and low machine efficiency. The third con-

MEMORY

INPUT . OUTPUT
PIPELINE CONTROL PIPELINE

—_— .-

ARITHMETIC UNIT

Fig. 2. The pipeline processor.

dition, proper storage allocation, makes performing such a
simple operation as multiplying a matrix by itself a substan-
tial problem in parallel or pipeline operation. The parallel
computer requires that the operands for a stage be distrib-
uted throughout its arithmetic units’ memories in a two-
dimensional arrangement, while the pipeline computer re-
quires that the same operands be packed together tightly in
the one-dimensional memory. This difference in memory
allocation, and the ability of the parallel arithmetic units to
communicate with each other, are the dominant differences
that the user sees between the two types of computers.
Assuming that the three conditions have been met (a
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nontrivial assumption), one may then proceed to compare
the machines on the basis of execution time and the effi-
ciency with which resources are used. One overriding fact
to keep in mind through the following discussion is that one-
step-at-a-time sequential operations will greatly diminish
the computer’s performance. If half of the operations exe-
cuted are so well matched to the machine that they take
essentially no time to execute, but the other half must be
done one step at a time, then the total program execution
time is at best an unimpressive factor of two less than that
for a conventional machine. As a first approximation, the
ratio of the parallel or pipeline program execution time to
the conventional computer’s time is the ratio of the number
of steps that must be performed sequentially, one at a time,
to the total number of steps. To make efficient use of the
parallel or pipeline computer’s resources, it is not sufficient
_that a few steps of the program be suited to the machine;
the majority of the program steps must be part of large
stages—ones which each contain many steps.

parallel vs. pipeline: execution time

In a parallel processor, the thrce parts of a computing
step—the memory retrieval, the operation, and the memory
storage—are shown in Fig. 3.

P
l |
MEMORY MEMORY
1| RETRIEVAL| OPERATION | STORAGE |
W 2l | | | SUCCESSIVE

PROCESSING | | | | - STEPS
ELEMENTS 3
(width W) 4| | | |

" | | |

Fig. 3. Parallel processor—sequence of activities.

Here, the step time T); depends upon the specific operation
being performed. For a stage of N steps, the time required
for execution by a parallel machine is T|| times the integer
part of (N—14+W)/W, usually written T|; ® [ (N—14+W)
/W1

The operation of the pipeline machine is shown in Fig.

4,
il r
" r— - TIME
RS [ |
P | l |
+ MEMORY MEMORY
« RETRIEVAL l OPERATION ' STORAGE ,

SUCCESSIVE STEPS
Fig 4. Pipeline processor—sequence of activities.

The time required for the pipeline computer to execute a
stage of N steps is T, + v (N—1). Knowing the parameters
Ty, Te, W, and 7 of two machines, these times may be
calculated as a function of N. For example, when N=1, the
parallel-machine time is just T} and the pipeline-machine
time is T|. At the other extreme, as N tends to infinity, the
parallel-machine time per step tends to Tj/W, and the
pipeline-machine time per step tends to r.
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With a parallel machine, the execution of a stage of
N steps takes a time that is always less than or equal to
Ti e (N+W—1)/W. Thus, if T||/W is less than  and T} is
less than T,, then the parallel machine will execute any
stage, of whatever size N, more rapidly than will the
pipeline machine.

For a stage of N steps, the parallel machine will always
take a time greater than or equal to the larger of the times
T); and T} @ N/W. If Ty is greater than Ty + (W—1)+, then
the pipeline machine will execute any stage faster than the
parallel machine. In general, the results can be more mixed,
and it is quite possible for the advantage to shift back and
forth between the two machines as N increases.

Using the preliminary information in Table 1, one may
deduce that the star and an 1wLL1ac 1v quadrant have com-
parable speeds for performing addition, with the 1Lriac

CDC STAR ILLIAC IV
OPERATION T , Tu w
(one quadrant)
Addition 1.76 usec 20 ns. 1.28 usec 64
Multiplication 1.76 psec 40 ns. 1.45 psec 64
Division 1.80 usec 80 ns. 3.76 usec 64

(These figures are preliminary and for illustrative purposes only.)

Table 1. 64-bit precision characteristic parameters for the
CDC STAR and the ILLIAC IV

having the edge when only a few sums are to be formed.
In multiplication, the 1LLiac 1v is always faster than the
sTAR, while in division, the sTaR is about twice as fast as
the 1LL1ac in finding a single quotient, but the 1LLIAC
is about 1.4 times as fast as the sTar in calculating a long
sequence of quotients. Of course, accurate determinations
of the hardware speeds must await the final stages of
machine development.

Computing rates are also shown in Table 2 for the 1BM

360/75, the cpc 7600, and the 18a: 360/195.

i ILLIAC
Steps v
per IBM IBM CDC CDC (one
OPERATION  Stage 360/75 360/195 7600 STAR quadrant)
Addition N=2x .24 4.6 52 50 50
N=1 24 .55 1.6 .57 .78
Multiplication  N=cc .14 4.6 52 25 44
N=1 .14 .53 1.5 .57 .69
Division N=co .096 1.7 20 125 17
N=1 096 .43 .93 .56 .27

(For the ILLIAC IV and the STAR, the figures are preliminary and for .
illustrative purposes only.)

Table 2. 64-bit precision computation speeds (memory to

memory) in millions of operations per second

Although the 7600 and 195 are much faster than the
familiar 360/75, they are obviously not in the same league
as the sTar and the ILLIAC Iv when it comes to performing
long sequences of identical calculations. However, except
for problems well suited to parallel or pipeline manipula-
tion, the 7600 and 195 are as fast or even faster than the
STAR and ILLIAC IV.

The cost of executing a stage is more closely related to
the efficiency with which each computer’s resources are
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used than it is to the execution time. For the parallel
computer, maximum computing rate is reached when all
processors are used. At the maximum W/T steps per
second.are executed. For the pipeline machine, the maxi-
mum computing rate is reached when the pipeline is filled,;
then the rate is 1/7 steps per second.

Efficiency for a stage may be defined as the ratio of the
actual computing rate, in steps per unit time, to the maxi-
mum computing rate, this efficiency always lies between
zero and one. For a stage of one step, the efficiency of the
parallel machine is 1/W and that of the pipeline machine is
7/T,. For a stage of N steps, the efliciency of the parallel
machine is N/(W o [(N—14+W)/W]) and the efficiency of
the pipelines machine is N/(T,/r + N—1).

It is useful to remember, when formulating a problem,
that the efficiency of the parallel computer reaches unity
whenever N is an integer times W but'is not monotonic in
N; whereas the efficiency of the pipeline processor increases
monotonically with N but approaches unity only asymptot-
ically as N tends to infinity. The ILLiac v has a quadrant
width W of 64, so it would execute a stage of 64 steps with
unit efficiency. The star would execute a stage of this size
with an efficiency lying between .42 (for addition) and .75
(for division). For a stage of 65 steps, the sTar efficiency
would increase slightly, while the 1LL1AC 1v efficiency would
drop to about .5.

To see what the efficiencies are in the worst case, note
from Table 1 that the one-step efficiency for the star is
between 1% and 4%%, depending on the operation, and for
the 1.uiac 1v is always about 1%%. The license for ineffi-

cient use of computer resources which the parallel and
pipeline designs give to the programmer and to the com-
piler far exceeds any habitual excess yet seen in the comput-
ing world. .

The efficiency with which a complete program is exe-
cuted is the average of the efficiency E; of each stage,
weighted by the total time T; required to complete that
stage:

Program Efficiency = ¥, T;E,/3,T;.

Stated most simply, the program efficiency is the ratio of the
time required to execute a program, if the computer is
operating at unit efficiency as defined above, to the actual
execution time. For a program which has half of its opera-
tions executed at unit parallel or pipeline efficiency, and the
other half executed one step per stage, memory to memory,
the over-all program efficiency would lie between 2% and
9% for the star and be 3% for the ILLIAC 1v.

conclusion

The parallel and pipeline designs will produce computers
that, when used to their maximum, unquestionably will be
faster than more conventional computers. However, formu-
lating problems and writing programs which will use the
new machines to anything approaching their maximum
capabilities will prove a severe and, perhaps on occasion,
an overwhelming challenge to the creativity of all con-
cerned. Whether these huge machines will become the
workhorses of computing hardware or go the way of the
dinosaurs has yet to be seen. Their future hinges upon the
skill of the users. n
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THE
IBM 360/195

by Jesse O. Murphey and Robert M. Wade

] Some time ago it became clear to 18M that a new
: top-of-the-line member of System/360 would be
l g needed for delivery to customers by 1971—one
.1 that would be faster than other 1BM computers,
including the Models 91 and 95 built for a limited scientific
market. First of all, many potential users had jobs whose
requirements for computer processing speeds and capabil-
ities were growing explosively. In addition, during the pre-
ceding year or two, many large system users had discovered
that the very large main storage capacities available to them
from 1BM often allowed the combination of several related
jobs into a single job, the elimination of memory overlays in
problem programs, and the specification of much larger
main storage buffer areas for 1/0 operations, resulting in
reductions in 1/0 times that were sometimes enormous.
Similar results also became attainable through user ex-
perience with Operating System/360 (for example, finding
it possible to make more os modules continuously resident),
or by reason of new os components (such as 88KB or
128KB linkage editors in place of 44KB linkage editor).
Finally, faster 1/0 devices, such as the Model 2314 direct-
access storage facility (with a 312KB per second transfer
rate) and Model 2301 Drum Storage (1200KB per sec-
ond), had found general use on 1BM large systems, although
even now only a fraction of the performance gains they
make possible has been realized. Together, these and other
trends have had the long-term effect of steadily increasing
the ratio of compute time to net1/0 time for most jobs.

One vital aspect of the market requirements for the new
system must be.emphasized. In general, the milieu of the
supercomputer is well described as a data processing world
of “mixed” jobstreams, a fact that has important implica-
tions for system characteristics affecting both internal per-
formance and throughput. We are speaking of a computer
system for general use, of course, not a customized system
with limited capabilities. As used here, the term mixed
jobstream has several connotations, one or more of which
should be applicable to just about every large u)mputel
that will be installed for some years to come.

In a sense, mixed jobstream means that monthly work-
loads contain more than one type of work to be executed,
with each type implying at least certain instruction mix
characteristics. Perhaps there is variety only in job run types
and identity of operating system components executed
(Compile-Link-Go, Link and Go, Assemble only, Compile

only, Load and Go, Sort or Merge, Utility or RPG operation

—with different versions of 0s components used). There also
may be variety in type of problem program (Go Step)
executed. Some may be FORTRAN generated, while others
are COBOL or PL/T generated. Some may exhibit a high
frequency of floating-point or decimal arithmetic, although
others do not.

In another sense, mixed jobstream means that the con-
stituent jobs differ in their organization or use of system
resources. Programs may differ greatly in operand address-
ing patterns, in structuring for memory overlays, in 1/0
buffering requirements, in total main storage requirement,
in compute time vs. channel or 1/0 time relationships, or in
types and numbers of supporting 1/0 devices required.

In still another sense, mixed jobstream means that jobs
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in a world of
mixed jobstreams

and job steps composing it differ widely in total amounts of
cpu time, channel time, or total system time required for
their execution. Or, the term means that some “large” job
has total command of the entire system, part of the time,
while jobs are run in a multiprogrammed mode at other
times (in batched and/or some teleprocessing operating
environment).

The new computer would have to be able to process
efficiently and econcmically mixed jobstreams in any or all
of these ways. With respect to internal performance, then,
all machine instructions would have to be executed faster
than in any previous 1BM system. Hardware algorithms for
both floating-point and decimal arithmetic would have to
be especially well suited for execution speed, because those
types of operation, in terms of both instruction execution
complexity and frequency of occurrence in user workloads,
impose the severest processing demands on large computers.

When the new large-scale system was announced, the
observer might have mused aloud: “This article says that the
Model 195 with a 54-nsec. cpu cycle time has twice the
compute power of the Model 85, with its 80-nsec. cycle.
How can that be? Wouldn’t the 195’s cycle time have to be
40 nsec. for it to be that fast?”

No, it does not. Yet on some jobs the Model 195 can be
even more than three times as fast as the Model 85. High
performance systems of tomorrow are likely to be much too
complex in design for one cpu to be evaluated with rea-
sonable accuracy in terms of another cpu by comparing
only their cpu cycle times, memory cycle times, add times,
or all of these. A host of other parameters must also be
considered, as a brief descrlptlon of the Model 195 will
show.

structure of model 195

The Model 195 is a compatible member of the
System/360 line, having the Universal Instruction Set and
supported by the full array of channel and 1/0 equipment
now available on the Model 85 and other System/360
computers. The design of the cpu incorporates both new
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ideas and improvements on many of the best features of the
large-scale computers previously developed in 1BMs
Poughkeepsie, N.Y., laboratory. Embodied in the design
are, for example, the buffered main storage of the Model
85—but further developed; improved versions of the Model
91’s assembly-line instruction processing and pipelined op-
erations in parallel computing units; and block transfer of
information from main storage, with “load-through” to
computing units. Not only have the Model 91’s best al-
gorithms for floating-point operations been retained, but
new hardware algorithms have been added for parallel
decimal operations. Control techniques employed in the
storage and computing elements of the Models 91 and 85
have been combined and improved in the Model 195.

The fully checked cpu features a monolithic technology
similar to that proven reliable in the Model 85. It consists of
five functionally separate units (see Fig. 1) that operate
concurrently and independently, but under constraints
needed to preserve program integrity.

Processor storage (main storage) consists of either 8, 16,
or 32 quick-change modules, each consisting of 131K bytes
of 756-nsec. core. The 1-million-byte version is 8-way inter-
leaved, while the 2- and 4-million-byte versions are 16-way
interleaved.

Buffer storage. Actually, the cycle or access times of the
individual memory module is less important because of the
effect of buffer storage (contained in the storage control
unit). This buffer for processor storage consists of 32,768
bytes of monolithic semiconductor storage, with an access
time from the central processor of three cpu cycles, or 162
nsec. The buffer is not program-addressable, and its opera-
tions are completely transparent to the programmer who
addresses main storage in the usual manner. Main storage
does not have to be accessed very often, however, because
most demands of the central processor for instructions or
data are satisfied from information retained in buffer
storage. ‘

When requested information is not in buffer storage and
processor storage has to be accessed, hardware algorithms
move a 64-byte block of information into buffer storage,
from which 8-byte portions of the block are supplied repeti-
tively in response to requests from the processor. The func-
tion of buffer storage is performed so that, for most pro-
grams, main storage appears to the central processor to have
an access time almost as fast as that of bufler storage.
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Processor storage. When processor storage responds to a
request for information, it supplies first the 8-byte portion
identified by the storage address given to it, then the
remainder of ‘the block of which that information is a part.
If the requested information is an instruction or an instruc-
tion operand, only that first 8-byte portion is sent simul-
taneously to both the buffer storage and to the element
needing the data. This procedure is called “load-through.”

The storage control unit. The scu enables the opera-
tions of the 8- or 16-processor storage elements to overlap
each other, and their combined operation to overlap the
internal operations of the central processor. In controlling
references to buffer storage and the interleaved elements of
processor storage, the scu maintains a pipeline for addresses
and data that permits 8 bytes of information to be fetched
from or stored in the buffer (and also in any one of the
storage elements) almost every cpu cycle. The scu also
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MODEL 195 LOGICAL ELEMENTS
Fig. 1. Structure of the Model 195.

cortrols the flow of information between the 1/0 channels
and processor storage, invalidating any block of information
in buffer storage when the contents of the matching area of
processor storage are changed. In addition, the scu updates
processor storage for any change to the contents of bufler
storage requested by the central processor, and properly
sequences successive references to the same storage address.
The central processor, also called the central processing
element (cpE), is the name applied jointly to the floating-
point execution element, the fixed-point variable-field-
length decimal-executioni element, and the instruction
processor., ‘

instruction processor ,

The instruction processor coordinates program execution
and attempts to overlap instruction fetching, instruction
decoding, operand address formation and fetching, with the
final execution of the primary procedure ordered by each
instruction operation code. Look-ahead hardware = al-
gorithms continually fetch 8 bytes of instructions into a 64-
byte instruction stack, which, therefore, holds as many as 32
instructions, depending on the lengths of those currently
held. The stack is generally able to maintain a steady flow
of information to the instruction decoder which is capable
of decoding one instruction each cpu cycle.

When an instruction is decoded, the operation code is

73



IBM 360/195...

examined, and, if necessary, an operand address is formed
in a three-input adder. Operand addresses are usually
passed to the scu for action. When the target address of a
branch code refers to an instruction already in the stack,
instruction fetching into the stack is suspended until the
program loop contained in the stack has been fully ex-
ecuted. For other branch codes, the scu is directed to fetch
16 bytes of instructions along the branching path of the
program into registers associated with the stack, while
instruction fetching along the “not-taken” path continues.
Depending on its identity, an operation code may be passed
on for action by an execution element; or the procedure
called for by the code may be fully carried out by the
instruction processor—as in the case of branch status-
switching, and 1/0 operation codes.

When a program loop fully contained in the instruction
stack is being executed, the instruction processor is said to
be operating in loop mode. During periods of loop-mode
operation, the maximum rate at which instructions can be
decoded (one per cycle) is more nearly attained as an
average condition, and the time required for each execution
of a branch instruction is reduced by at least three cpu
cycles.

Hardware algorithms in the instruction processor assume
that a program will proceed on the not-taken path after a
conditional branching instruction, except during periods of
loop-mode operation when it proceeds on the branching-
target path following each occurrence of the loop-closing
branch instruction. Until a branching condition is resolved,
the instruction processor attempts to continue fetching,
decoding, and “conditionally” issuing for execution the
instructions along the assumed program path. Whenever an
assumption proves incorrect, the conditionally issued in-
structions are “cancelled.” Otherwise, issuance is confirmed
and the instructions are fully executed. Until cancellation or
confirmation, the instruction processor operates in the con-
ditional mode—a procedure that tends to avoid delays in the
preparation of instructions for execution. .

floating-point processor

If the execution of a floating-point operation code from
the instruction processor cannot be initiated at once, the
floating-point execution element puts the code in its opera-
tion code stack, which can hold a queue of eight. A local
decoder servicing the queue makes operational assignments
to six logical execution units, irrespective of the immediate
availability of operands (data). A two-stage add unit and
its three reservation station subunits can process three add
or subtract codes simultaneously; but during any one cpu
cycle the add unit can execute one stage each of only two of
these operations. One multiply/divide unit and its two
reservation station subunits can process two operations si-
multaneously; but during any one cpu cycle the unit can
execute one stage of only one operation (one of the three
stages to a normalized operand multiply operation, or
eleven stages to a long precision divide operation, for
example). The extended precision unit and its reservation
station subunit process one extended precision (112-bit
fraction) operation at a time. An extended precision multi-
ply operation also wuses the unit for long precision
multiply /divide operations.

Otherwise, the functioning of any one of the six logical
units can overlap the functioning of the others, and the
hardware attempts to secure the highest possible degree of
overlapping. Shared in common by all six logical execution
units are four addressable floating-point arithmetic registers
and six buffer registers for floating-point input operands. A
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common data bus (cpB) interconnects all the units, sub-
units, and other hardware facilities contained in the floating-
point processor. Note that none of the six logical units
carries out a floating-point load or store operation. For
example, in a store operation, the contents of an arithmetic
register are carried by the cos directly out of this processor
to the storage control unit.

The data “forwarding” capability of the floating-point
processor merits special attention. Hardware facilities
within the processor communicate automatically by trans-'
ferring “name tags,” or internal codes, between themselves.
When an operation is assigned to a logical execution unit
before one or more operands are available, the unit receives,
in place of each operand, a tag identifying the hardware
facility from which it will eventually come. If receipt of a
given operand is further delayed, the unit might have to
forward the tag it was holding in place of the operand to an
arithmetic register assigned to make use of that operand.

This might happen in the execution of the machine
instructions generated for the coding sequence illustrated in
Fig. 2. The tag for an operand buffer register might be
given to floating-point register zero as part of the assign-
ment of the load operation, only to be replaced with a tag
for “result of multiply unit one operation,” as part of the

DO I I=1,N

SIMPLE MULTIPLY - ADD FORTRAN DO LOOP
I Z=Z+X{I) *Y(I) :

LooP LD RO, X+ INDEX
MD RO, Y+ INDEX
ADR  R2,RO
BXLE R3,R4,L00P

LOAD FLPT REG O WITH X(I)

MULTIPLY RO BY Y (I) 8 PLACE RESULT (X %*Y) IN RO
FORM NEW Z BY ADDING X %Y TO OLD Z IN R2
INCREMENT INDEX AND BRANCH TO START OF LOOP

CODING SEQUENCES

Fig. 2. Coding sequences.

assignment of the multiply operation—and the second tag
simply would be withdrawn as part of the assignment of the
add operation, all without register zero ever receiving any
program data. The multiply unit would then use two
operands received directly from buffer registers, and place
its result in the assigned logical add unit’s reservation
station. As the result of all this, expeditious assignment of
logical execution units was made possible (a conventional
processor would have stopped at the load operation until
the operand was received from storage), considerable

-usage of register zero was avoided, and the entire sequence

of operations is executed much faster.

In addition, the floating-point execution element may
process operations out of their original programmed se-
quence. The hardware, however, sees to it that the final
processing results are strictly proper and correct as called for
by the program being executed.

fixed-point/decimal processor

If the execution of a fixed-point operation code from the
instruction processor cannot be initiated at once, the fixed-
point/variable-field-length/decimal execution element puts
the code in its operation code stack, which has space for a
queue of six. A local decoder servicing the queue makes
operational assignments to three logical execution units,
although only one of them can actually be executing an oper-
ation during one cpu cycle. The hardware, however, at-
tempts to overlap the execution of one operation with the
decoding and unit assignment of the next.

This processor contains 16 general registers (use of
which is shared with the instruction processor) and six
buffer registers to receive incoming operands for the fixed-
point execution unit. Since virtually no decimal operations
and relatively few vFL operations occur in the same pro-

DATAMATION



gram area as floating-point operations, operands for VFL
and decimal operations are fetched from storage into the six
floating-point operand buffers. The instruction processor
initiates operand fetching, Fixed-point add, subtract, com-
pare, load, or store operations, which are by far the most
frequent operations assigned to the fixed-point processor,
are usually executed at a rate of one per cpu cycle. The
decimal execution unit processes, in parallel, eight decimal
digits from its operands, thereby realizing operational ex-
ecution rates never before attainable for the decimal opera-
tion group. )

On the basis of this brief description of the Model 195,
one might find it likely that the 195 satisfies requirements
for a computer able to swiftly process through both scien-
tific and commercial user problem code. But, how does one
prove it? Simple formulae or other conventional methodolo-
gy cannot supply convincing answers, How, then, did mB»
get the answers long before a working prototype of the new
system was constructed?

predicting internal performance

For design verification and early estimates as to how well
the Model 195 would satisfy identified market require-
ments, job samples were collected from the workloads of
possible users of the system. More than a hundred of these
jobs were dynamically traced and analyzed in order to
select a‘small number of job steps as a sample set for
projections. For each selected job step, the one trace-output
magnetic tape reel was found whose contents produced an
instruction execution frequency mix most closely matching
that of the job step as a whole. The resultant 17 job step
segments were established as criteria for comparative, in-
ternal performance projections. With 17 tape reels thus
taking the place of more than 1,300 trace-output reels,
numerous repetitive measurements became feasible.

To predict the internal performance of the Model 195, a

Segments

" Execute-type job step with moderate amount of decimal arithmetic.

1. General Commercial Processing

timer program was used to model cpu internal operations,
to the extent of literally drawing timing charts accounting
for all computation progress during each machine clock
cycle. Output reels of a dynamic instruction trace program
are the normal input to the timer. Summary reports pro-
vided by the timer tabulated data such as machine-instruc-
tions executed, total cpu time per run, and processor and
buffer storage fetches and stores.

The accuracy of internal performance predictions based
on this methodology has been found to be well within 10%.
Results of the first several hundred runs completed on the
Model 195 prototype substantiate predictions for the Model
195. Experiments performed by the authors have yielded
much greater accuracy.

Table 1 identifies the 17 sample job segments and
presents comparative projection based primarily on cpu
time predictions provided by the Model 195 timer. The set
seems to exhibit an appropriate distribution of examples of
most of the application characteristics that principally de-
termine the internal performance of the Model 195. These
characteristics include instruction mix, instruction address-
ing patterns, sequencing of operation codes, operand for-,
mats, and 1/0 events that could result in the switching of
cpu control between multiprogrammed tasks. Fig. 3 (p. 76),
a graphic illustration of the ratios in Table 1, should give a
good general impression of the internal computing speed of
the Model 195 relative to another, well-known member of
the System/360 line, the Model 65, and to the previously
most powerful member marketed, the Model 85. The Model
195 is shown to be from 5 to 19 times as fast as the Model
65 and 1.2 to 3.2 times as fast as the Model 85 with 32K-
byte buffer storage and high-speed multiply features (i.e.,
the “fully-featured” Model 85).

Table 1 and Fig. 3 reveal the wide range of performance
for solid scientific and technical floating-point problem
steps—which explains why half of the 17 segments are of

Execute-type job s‘teps with moderate to heavy amounts of floating-point arithmetic**

varying amounts of fixed-point arithmetic.

Photon Tracing (Monte Carlo Technique)

Gaussian Integration

Runge-Kutta Integration

Weather Model

Matrix Inversion

Gauss-Jackson Integration

Solution to Partial Differential Equations (ADI method)
Matrix Eigenvalue Calculations

10. Integral Evaluation

VINIL A WN

Execute-type job steps with none or light amounts of floating-point arithmetic

and light to moderate amounts of fixed-point arithmetic.

11.  Curve Fitting (Lease Squares method)
12. Data Reduction
13. Heat Transfer Problem

System-type jobs

14. Sorting

15. Linkage Edit

16. Assembly: Assembler F
17.  Compile: FORTRAN IV

Ratios
195K to 85K* 195K to 65)
2.1 7
1.9 8
1.9 11
2.4 14
3.2 16
2.3 14
2.4 15
2.9 19
2.7 12
2.2 12
1.5 8
1.4 <]
1.4 6
1.2 5
1.2 5
1.3 6
1.4 5

*Includes the 32K byte Buffer Storage and High Speed Multibly optional features.

**No extended precision floating point is included.

Table 1. Standard sample job segments.

April 1970
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this category. It is important to note that all 13 execute-
type segments were generated by FORTRAN or COBOL COm-
pilers. Hand-coded job steps could be expected to show the
Model 195 to even better advantage. These ratios are
merely indicators of performance, even though based on
measured samples of user work. Other user job steps, how-
ever, will not necessarily yield identical results. Different
data formats and volumes, for example, could cause vari-
ance. Moreover, different control card parameters could

INTERNAL PERFORMANCE FOR SAMPLE JOB SEGMENTS

IBM 2065J=|
1. GENERAL COMMERCIAL
PROCESSING

2.PHOTON TRACKING
(MONTE CARLO TECH)

3. GAUSSIAN INTEGR

4.RUNGE - KUTTA
INTEGR

5.WEATHER MODEL
6.MATRIX INVERSION

7 GAUSS JACKSON
INTEGR

8.PDE (ADI)
9.MATRIX EIGEN CALC
I0.INTEGRAL EVAL
11.CURVE FITTING
1 2.DATA REDUCTION
I 3.HEAT TRANSFER
t4.SORT
I5.LINK EDIT

Lo | 6.PROGRAM ASSEMBLY
Ml vooEL 195 INCREMENTS [ MODEL 85 FF INCREMENTS | 7.PROGRAM COMPILING

Fig. 3. Internal performance for sample job segments.
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change the results of a sorting operation rather significantly.

To be really meaningful, these performance results must
be interpreted with respect to the structure of the Model
195, which has already been described.

internal speed of the model 195

Very fast circuit speeds obviously contribute to enhanced
pelfonn'mce in fact, the contribution is even greater than
it might appear to be. The 54-nsec. clock cycle is con-
ceptually a “macrocycle” in the sense that, for instance,
only one cycle is'required by a computing unit to execute a
fixed-point add or compare, most boolean operations, or to
generate an effective address from base, index, and dis-
placement addressing elements. The internal speed of the
Model 195, however, is due far more to its system organiza-
tion, which has been shown to exhibit a high degree of
concurrency. For example, faster circuits alone would make
the Model 195 just 3.7 times as fast in instruction execution
as the Model 65, with its 200-nsec. cpu clock cycle; where-
as the Model 195 is more than 19 times as fast on the partial
differential equations standard job segment, as generated
by the FORTRAN compiler.

As one would expect, the fixed-point and floating-point
execution elements of the Model 195, by virtue of pipe-
lining and more eflicient execution units, require fewer cpu
cycles than do the equivalent hardware of the Models 85 or
65. For example, the Model 195 takes about three or four
cycles in the execution unit for a long precision floating-
point multiply operation, compared to about 24 for the
standard Model 85; five or six for a Model 85 with the high-
speed multiply feature; or about 35 for the Model 65. The
Model 195 needs no execution cycles to load from storage a
floating-point register or to place its contents in storage
(cycles taken for these. operations in the floating-point
processor overlap processing of other operations by the
execution units); whereas the Model 85 uses one cycle for
loads, or four for stores. The Modcl 85 takes four in both
cases. Iixed-point general register loads and stores require
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only one execution unit cycle in the Model 195; but require
one or two cycles for loads and two or four cycles for stores,
in the Model 85; and in the Model 65, two or four cycles for
loads and four to eight cycles for stores. On the average,
decimal operations in the Model 195 take far fewer cycles
than in the Models 85 and 65.

In comparing execution unit times per instruction, the 26
floating point add, subtract, multiply, and divide instruc-
tions average out to three to four times as fast in the Model
195 as in the fully-featured Model 85. This takes into
account ‘both number of cycles and circuit speeds. Ex-
tended precision (112-bit fraction) floating point instruc-
tions replace entire program routines and would further
enlarge the speed of the Model 195 over any system with
lesser capability. On the same basis of comparison as for
floating point operations, the six decimal operations (zap,
cp, AP, sp, aMp, pP)1 are also three or four times faster than
in the Model 85. One ‘or the other of these groups of
instructions makes a major contribution to the performance
of the Model 195 on each of the 17 standard job segments
where the ratio is two or more times the Model 85. -

At the next level of organizational improvement, the
execution unit cycles taken for the processing of one in-
struction can overlap the execution unit cycles taken for the
processing of up to four other instructions, as explained
earlier. In short, during one cpu clock cycle, one execution
unit cycle each may be taken in the processing of up to five
instructions (three in the floating-point processor, one in
the fixed-point processor, and one in the instruction pro-
cessor). Overlapping is increased even more by forwarding
operations in the floating-point processor, which can reduce
execution time by more than 20% for a short sequence of
instructions. The degree to which this entire category of
overlapping is achieved in a given program depends, ob-
viously, on the ordering of different types of operation codes
in the program. Coding in assembly language would enable
fullest advantage to be taken of this performance potential.
This type of overlap is greatly reduced in executing pro-
grams that contain few or no floating-point operations; a
fact which, together with frequencies of occurrence of
branch instructions on the order of 25% to 33%, largely
explains the results shown for the Model 195 on segments
12 through 17.

reasons for high performance

Another major reason for the high performance of the
Model 195 is the successful overlapping of functions of
execution elements by four functions of the instruction
processor: (1) instruction fetching; (2) instruction de-
coding; (3) operand address generation; and (4) operand
fetching. Considering these functions together with those of
the storage control unit, the value of this level of concurren-
cy has been measured in four ways:

1. Main storage is so well buffered by the instruction
stack and buffer storage that, for the 17 standard job
segments, fewer than five blocks of operands and instruc-
tions had to be fetched from main storage for every 1,000
instructions executed. In a multiprogramming environment,
task switching increases this average, of course. This aver-
age of five for the Model 195 should be contrasted with an
average of about 1,080 for the 17 segments when run on the
unbuffered Model 75.

2. For small inner loops in programs, such as the one

1 ZAP—=ZERO AND ADD; CP—=COMPARE DECIMAL; AP—=ADD DECIMAL;
SP—SUBTRACT DECIMAL; MP—=MULTIPLY DECIMAL; DP=DIVIDE DEC-
IMAL. '
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shown in Fig. 2, instruction fetching from the instruction
stack (loop-mode operation in the instruction processor)
can reduce cpu time per iteration of the loop by 20% to
30%, or more. Some job steps spend most of their time
executing one or more short loops, while other steps spend
at least a significant amount of time in them. The effect of
loop mode accounts for some 20% of the speed advantage of
the Model 195 over the Model 65 on Job Segment 8, the
ppE (ADI method) segment.

3. When instructions or operands are needed from stor-
age, excluding fetches from the instruction stack, the in-
formation required, in the case of the 17 sample job seg-
ments (Fig. 3), is found in buffer storage 99.6% of the time
(without allowance for task switching impact). The per-
centage for a given program is determined by operand
addressing patterns in the program. The significance of a
high buffer hit ratio is indicated by the fact that, if this ratio
for the Weather Model job segment when run on the Model
195 were no higher than the 94.4% on the fully featured
Model 85, the present speed advantage of the 195 over the
85 on this segment would be reduced by 22%. The higher
buffer hit ratio is due entirely to the new organization of
buffer storage in the Model 195. Incidentally, this impres-
sive 99.6% average of ratios for all 17 segments reveals why
the capacity of buffer storage is not larger than 32KB. On
the other hand, if it had only a 16KB capacity, the speed
advantage of the 195 over the 85 on the Weather Model
segment would be less than that on the PpE (ADI) segment,
due entirely to a lower buffer hit ratio attainable with the
smaller buffer storage. Capacity and type of organization'of
buffer storage are equally important.

4. Experience with the 17 job seg-
ments suggests that the effective main-
storage access time is about 165 nsec.
For the infrequent cases, the effective
access time might increase to as much
as 175 nsec. These statistics best illus-
trate why the three-level storage hier-
archy so greatly augments the internal
performance of the Model 195.

Performance on branch instructions,
to summarize, is enhanced in at least
three ways: (1) Fetching ahead of in-
structions down branch-target path as
well as down branch-not-taken path;
(2) Conditional mode of operation in
the instruction processor permits con-
tinuance of instruction decoding and
pipeline loading, pending resolution of
a branching condition; (3) Loop mode
of operation saves many cpu cycles for
each “branch in stack,” thereby reduc-
ing the execution time of some small
inner loops by up to 30%.

16-way interleaving of main storage
would tend to reduce 1/0 interference
to a low level, even if main storage
were unbuffered. The highly efficient
buffering of main storage reduces the
probability of interference much
further.

From this discussion the three main
application determinants of internal
performance on the Model 195 are
shown to be instruction mix, operand’
addressing pattern, and ordering of
instruction codes in the program as
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executed.

The internal performance capacity indicated by the re-
sults just described creates an equal throughput potential
for the Model 195. Case studies have been made to assess
this potential in terms of user programs, operating system
components, and 1/0 devices available in 1969; although
the methodology will not be described here because of
space limitations. The results indicate what can be attained.
Actual runs on the engineering prototype of the Model 195
indicate that the throughput projections about to be de-
scribed were conservative.

Throughput, as used here, means the work performed by
the total computer system in executing a defined data
processing assignment, and is measured in terms of the net
run time for the total system in executing that particular
assignment. A total system consists not only of a cpu and
main storage, but also of a configuration of 1/0 channels
and subsystems, a configuration of software that operates
system components, and a problem program set—all work-
ing together in an environment of operating conditions and
established operation procedures at a specific user installa-
tion. The throughput of the system, therefore, can vary
widely with variations in the identity or use of the compo-
nent elements of the system or in any significant aspect of
its operating environment. Accordingly, a fairly large num-
ber of case studies were made to assess the current
throughput potential in terms of an attainable range of
throughput performance, particularly for mixed jobstreams
(as defined at the beginning of this article). The scope of
this article permits the discussion of only three case studies

A,

“This, Margaret, was the System/360 Model 195 of its day.”
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that were quite useful in establishing a range. -

As in the early evaluation of internal performance, the
design of a predictive methodology was required to assess
throughput potential long before the engineering prototype
of the Model 195 could be operated as a complete system.
Fortunately, the nature of the problem did not require that
the predictions be quite as precise as internal performance
predictions. Yet, the only methodology considered suffi-
ciently reliable, and, therefore, the one used, required an
even greater systems engineering effort on the part of a
larger group of analysts. Once an acceptable jobstream had
been constructed, it was run on each of three different
hardware systems: a Model 65 system defined as the base
for performance comparisons, a Model 85 system, and a
Model 91 system. The results of these runs provided suffi-
cient data upon which to base throughput projections for
the Model 195. Each system had input-output equipment
and 0s/360 component configurations appropriate for each
jobstream used.

A typical 1/0 configuration for the Model 195 consisted
of three msar 2301 drums on separate channels and an 1BM
2314 on a fourth channel, as well as a complement of
assorted card, magnetic tape, and printing equipment.

three case studies

One jobstream, NorM, constructed in 1968 to run under
Release 14 of 0s/360 (avT option), consisted of 12 jobs
from different mar customers. It was set up for execution as
16 job steps: 10 problem execute, or Go steps, four FORTRAN
compile steps, one Link-Edit step, and one Sort step. The
Go steps, whose source language was FORTRAN, required
moderate amounts of support by 1/0 equipment. 1/0 operat-
ing time was so well over 1dpped with internal computing
(cpu) time that the jobstream generzlly was decidedly
compute-bound. Results were obtained for three job steps
simultaneously executed (i.e., three initiators) on the
Model 65, and five initiators on all the larger systems. Table
2 is a summary of the results of this study, relative to the
Model 65 base system.

A second jobstream, NcL, also constructed in 1968 to run
" under Release 14 of 0s/360, consisted of multiple appear-
ances of four jobs. One job had an extremely heavy amount

of 1/0 activity, a second had a heavy amount, one had a
light amount, and one had very little. The four varied
enormously in execution time. Each had been made to
appear often enough in the stream so that its subset of the
stream required Model 85 cpu time about equal to that
required by each of the other three subsets. The stream was,
therefore, run as 71 job steps, all of the Go step variety. All
were originally FORTRAN generated. All steps executed only
a moderate amount of floating-point arithmetic. The volume
of 1/0 activity was so heavy that, for high system .perfor-
mance, two 2301 drum subsystems were needed exclusively
for co step support on systems larger than the Model 65 (a
third subsystem is desirable on the Model 195). Three
initiators were best for the Models 65 and 85, and five for
the Model 195. Table 3 is a summary of the results of this
second study for the same three systems.

The internal performance ratio of the fully-featured
Model 85 for this stream was 6.3 times the Model 65, which
should make possible a throughput of six times the Model 65,
provided more core storage was made available on that
system (i.e., use 85K instead of 85]). The ~orM and ~cL
jobstreams have more recently been measured on the Model
195 prototype. Measured elapsed times of 0:33:59 for
~Norat and 0:43:51 for NCL prove that the computed
projected times were correct.

The. jobstream for the third study, CONGLOMERATE, con-
sisted of sorts, a report generator, cosor, PL/1, and
FORTRAN jobs. The jobstream was organized for the execu-
tion of many job steps, which include compile, link edits,
and problem execute steps. Although a mixed jobstream, it
was more commercial than scientific in content, with few
heavy scientific routines even in the FORTRAN programs. In
the stream as a whole, amounts of floating-point and
decimal arithmetic were very light.

The first run of the jobstream on the Model 85 resulted in
cpu utilization of Onlv 32% of the 2.268 seconds of elapsed
time. Three major thmg_,es were then made. Seven mag-
netic tape drives were replaced with the faster ism 2420
drives, and the recording density increased from 800 Bp1 to
1,600 BP1. Second, a sort was permitted to use 500K bytes
of main core, rather than a meager 75K. Third, a more
effective initiator-job class/priority combination was speci-

Standard
Model Model Model Model
65) 85J 195K 195K
(measured) (measured) (projected) (measured)
Throughput Ratios 1.0 4.4 12.9 13.1
Elapsed Time (in hours) ' 7:25:04 1:40:35 0:34:35 0:33:59
Internal Performance Ratios 1.0 4.5 13.2 13.3
CPU Utilization 99% 98% 97% - 98%
Table 2
Standard .
Model Model Model Model
65) 85J 195K 195K
) (measured) {measured) (projected) (measured)
Throughput Ratios 1.0 4.1 12.2 12.2
Elapsed Time (in hours) 8:56:30 2:11:43 0:44:02 0:43:51
Internal Performance Ratios 1.0 4.4 12.6 12.6
CPU Utilization 97% 89% . 94% 94%
Table 3
78
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fied, in which 1/0-bound jobs were assigned high priority
for use of three Class A initiators (two on thé Model 65),
and compute-bound jobs were assigned low priority for use
of three Class B initiators. Clustering of active 1/0-bound
tasks was thereby reduced. Table 4 is a summary of the

to provide location pointers to, and/or residence for, fre-
quently used modules of the sort and report generator
programs or coBoL and rL/1 compilers. Fourth, a peripheral
processor might preprocess part of the workload, signifi-
cantly increasing throughput the main processor. The first

Fully-Featured
Model Model Model Model
65J 85K 195K 195K
(measured) (measured) (projected) (measured)

Throughput Ratios 1.0 4.5 5.9

Elapsed Time {in seconds) 4639 1030 ) 792 Not
Internal Performance Ratios 1.0 5.4 8.1 Available
CPU Utilization : 85% 71% 61%

Table 4

results then realized (note the 55% reduction in elapsed
time on the Model 85).

These are impressive results. As of October 1969, how-
ever, circumstances had not permitted this jobstream to be
fully optimized and the case study to be properly com-
pleted. At least four more sources of improvement appear to
warrant investigation. One is increasing the size of tape-
data blocks and 1/0 data buffers in main core, the capacity
for which remains in K-size storage. The same possibility
exists for data files stored on the 1Bar 2314 disc drives. A
second source is the splitting of critical data files between
devices on different 1/0 channels. Third, the Link Pack area
within the nucleus of the os control program could be used

three sources alone should make possible Model 195 cpu
utilization of at least 80%, resulting in a throughput for this
jobstream greater than seven times the Model 65.

in conclusion

No matter what types of code are presented to the cpu,
the Model 195 performs a wide range of internal operations
at unmatched average speeds. It is equally impressive in its
throughput capabilities, as demonstrated on three samples
from today’s world of mixed jobstreams. Operating
System/360, in addition, makes possible the fully efficient
operation of a complete Model 195 system immediately
upon acceptance in the user installation. n
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THE
CDC 7600
AND SCOPE 76

by Thomas H. Elrod

As Control Data Corp.’s 6000 Series computer
line was being produced and marketed, coc had
already commissioned its Chippewa Falls Lab-
—mem——1 oratory to develop a major extension of this
already large scale system. The result was the 7600—
machine geared to the vast and rapidly changing require-
ments of the seventies.

“Distributed computing” is the basic architectural con-
cept of the 7600 system. Distributed computing attempts to
separate the processing functions of the cpu from those of
1/o processing and control of peripheral devices. Input/-
output tasks are performed by separate smaller computers so
that peripheral equipment may be located either local to or
at remote distances from the cpu of the 7600. In an
environment of this type, large numbers of job input and
output stations may be physically located at the central site
(in-house batch processing, for example), or at remote sites.
Peripheral equipment such as tape drives may be located
remotely—at a tape vault, for instance.

Coincident with the basic architectural concept of dis-
tributed compuling is a large capacity, high-speed central
processor structure in the 7600. The cpu is comprised of a
memory hierarchy with 65K of high speed executable and
512K nonexecutable 60-bit words, and a 12-word instruc-
tion stack which allows tight loops to be executed .without
requiring memory fetches for instruction words during the
loop. Nine functional units (divide, multiply, add, in-
crement, etc.) are arranged to allow parallel processing of
different functions. The basic clock period for the cpu is
27.5 nanoseconds. It is also the same for the peripheral
processor units (ppu’s) which handle the 1/0.

software concepts

coc is building software to match the scope of the
machine. This software is based on a design philosophy of
providing all of a company’s computing capabilities from
one computer system on a continuous access basis.

The software is being developed in a three-phase plan.

In Phase 1, the scope 70 system was produced to provide
basic capability for installation with the initial hardware
deliveries. The design criteria were simplicity of structure
and close compatibility with the predecessor 6000 systems.

In Phase 2, Control Data is developing a broad-based
applications product which is aimed directly at the batch
and remote batch market of the seventies.

Phase 3 will be the development of a system oriented
primarily toward access through large numbers of slow
speed terminals.

This paper focuses on Phase 2 of this program. The
design of scope 76—one of the possible designs for the
Phase 2 product—will be presented.

The dominant design criteria for score 76 are concemed
with user access; computational and data management
requirements; response and turnaround constraints; and
user confidence.

80

complicated

User access. Large numbers and varieties of remote and
local batch terminals will be supported as input/output
facilities. These terminals will be augmented with flexible
file handling schemes and generalized operator communica-
tion methods. Conversational access will be handled by
individual systems based at communication stations.

Computation and data management requirements. A
broad based application system together with flexible
permanent file features will provide extensive computing
and data management capabilities to both the scientific and
business data processing user. Fast sequential 1/0 as well as
multiple record access methods (random, index-sequential,
etc.) will be available to all classes of users. Extended

"FORTRAN 1/0 is supported in full. Complete file privacy

controls will be provided.

Response and turnaround requirements. Real-time ap-
plications will be supported with “demand” access to re-
sources, fast response to external stimuli, and “guaranteed
interval” computation. A sophisticated job scheduling and
time-slicing mechanism will be provided to meet the turn-
around demands of the non-real-time user.

User confidence. Insuring reliability and availability from
the user’s standpoint is a strong influence on the design of
such a large scale system as scope 76. Sophisticated perma-
nent file techniques will be provided to insure data base
integrity. System recovery will be performed on a central-
ized basis with checkpoint/restart being aimed at the in-
dividual user.

The development of any software system is based on and
takes its basic structure from the architecture of the hard-
ware. The important elements of the hardware are dis-

Mr, Elrod is general manager
of 7000 Systems and De-
velopment Div., Control Data
Corp., with responsibility for
design and development of
7000 Series hardware and
software. He has been with
CDC for over seven years and
has BS and MS degrees in
electrical engineering from
Kansas State University.
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cussed here to provide the base for discussing the software.

The 7600 system can grossly be described as a central
processing unit and a number of peripheral processing units
which interface to various stations. Some of the stations are
physically located with the cpu and others may be remotely

located. The stations communicate with the cpu through -

ppu’s over high speed data links, with the data buffered at
the cpu end of the data link. The stations provide a com-
munication and message switching function between the
cpu and individual peripheral equipment.

The cpu consists basically of four elements: computation
section; small core memory (scm); large core memory
(LcM) ; and 1/0 multiplexer (10nUX).

In the 7600, the code to be executed must reside in small

core memory (scM). Associated with the execution of any .

program is a set of 24 operating registers (accumulators,
index registers, etc.).

Each instruction to be executed is first moved from a
location in scM to the current instruction word (crw)
register where it is decoded and interpreted by coNTROL,
which has the function of:

1. Relaying commands (from the interpreted instruc-
tion) to the one or more of nine functional units to perform
the actual instruction. '

2. Fetching and storing data in a paralle] manner and
moving this data between the operating registers and large
or small core memory.

The nine functional units are concerned with operating
on data already in the operating registers according to
specific hardware algorithms. The functional unit receives
one or two operands from the operating registers, performs
the specified algorithm, and returns the result to the spec-
ified operating register.

The 12-word instruction stack is used to save previously

executed instructions (up to 48 may be saved) in case a’

branch should be made in the current instruction back to
one of these previously executed instructions. If such a
branch is made, the current instruction word register is
filled from one of these extremely high speed access (82.5
nanoseconds) instruction stack words rather than having to
reference small core memory (302.5 nanosecond fetch)
again. This facility allows short, tight loops to execute at
ultra high speed.

With the previous description of instruction flow in mind,
it is seen that data flow, in conjunction with cpu execution,
is from either scat or Le to the operating registers (where
it is manipulated by the functional units) and then back to
SCM Or LCM.

cpvU instructions may also be executed that will effect the
transfer of large blocks of data from sca to LcM and vice
versa. This transfer facilitates the buffering of files and the
swapping of jobs.

In order to give a complete picture of the system archi-
tecture of scope 76, three perspectives will be presented:

Agency concept. Here the system is viewed from the
“eyes” of the system itself. The various areas of responsibil-
ities are isolated and identified. This view is very high level
and does not consider residence or module identification.

Job flow concept. Here the system is viewed from the
“eyes” of a job as it travels through the system. During this
system walk-through, the components of the agencies out-
lined in the agency concept perspective description begin
to come into focus. In this view, the modules have still not
been identified, nor has the component residence been
specified.

System layout. Here the system is viewed from the eyes
of a system programmer. The residence (i.e., where the
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modules are stored and executed) and execution mode of
important components and modules will be delineated and
the basic form of system tables will be described.

The system (nonjob) portion of score 76 is outlined at
this point into various areas according to responsibility.
These areas of responsibility can be thought of as “agencies”
and are the basic pillars in the system architecture. These
are: physical 1/0, job management, logical 1/0, resource
management, information routing, and utilities agencies.
Support for all of these is provided by the “groundstone” or
system control agency.

Physical 1/0 agency. This agency is concerned with the
movement of physical data blocks between various sources
and receivers in the system. The primary paths concerned
are from 1/0 station to the logical 1/0 agency and vice
versa,

The physical 1/0 agency is, in general, not responsible for
or interested in the logical format of the data being moved.
Some of the identifiable areas of responsibility within the
physical 1/0 agency are:

1. Peripheral equipment (mag tape, disc, etc.) drivers

2. 1/0 interrupt processing

3. Data channel information movement between com-
puter units

Job managemeni agency. This section of the system is
primarily responsible for the initiation, advancement, and
termination of user jobs. These responsibilities begin at the
job queue where jobs are stored waiting to be selected for
the job management processes. These responsibilities end
when all output files of a job are dispatched to an output
queue waiting to be returned to the submitting user at a
station. '

Some of the tasks of the job management agency are:

1. Verifying that a job is in an acceptable format.

2. Selecting jobs to be moved from the job queue to an
executable state.

3. Interpreting and processing job control language
statements.

4. Terminating jobs that have finished execution.

Logical 1/0 agency. 1t is the responsibility of the logical
1/0 agency to translate the user’s logical 1/0 instructions
into physical 1/0 commands to be handled by the physical
1/0 agency.

Input operations involve the transmission of blocks of
data in “physical” format from the physical 1/0 agency to
the logical 1/0 agency where they are translated and deliv-
ered in logical record format to the user.

Output operations involve the translation of logical
record output requests into physical block format and the
delivery of this physical data to the physical 1/0 agency.

Logical 1/0 capabilities in the system allow the user to
think in terms of “logical” records (i.e., records which relate
logically to his problem), rather than having to think about
recording characteristics on a device such as a tape drive or
disc pack.

Logical 1/0 also provides device independence for files.
That is, the user need not be concerned with the kind of
device on which his file is going to reside. The system will
handle his file in a logically consistent fashion in all cases.
This permits the user to switch from one external device to
another, without having to change his program.

In scope 76, special requirements are placed on the
logical 1/0 agency for its components to be common to the
entire applications base and all user routines. That is, all
applications languages, such as rorTrRAN and coBboL, as
well as user jobs use the same logical 1/0 components. This
provides a unified set of file structures for all applications
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and facilitates sharing of files by applications.
Some of the specific areas of responsibility in the logical
1/0 agency in SCOPE 76 are:
1. 1/0 command translation
2. Record translation—physical to logical and vice versa
3. Buffer management
Resource management agency. This agency is responsible
for allocating and accounting for the system resources.
Resources are things which are assigned to jobs or tasks
which permit work to be done. For the 7600, these re-
sources include the following:
The cpu
Small core memory
Large core memory
Mass storage
Data channels
External peripheral equipment

O U w10 =

resource assignment

The resources of the system can generally be thought of
in two differert connotations: dynamic and static.

Dynamic means that allocation and de-allocation of this
resource is a very convenient and relatively quick matter.
The cpu is an example of a dynamic resource. It can be
switched between two jobs which are already resident in
scM in less than 800 nonoseconds.

Static means the allocation and de-allocation require a
long time to effect. External equipment such as magnetic
tapes are static resources because they are hard to switch
due to the long period required for distribution between
jobs or tasks. If one job is writing in the middle of a reel of
tape and another job requires that same drive, considerable
work must be done before the second job can actually
obtain the drive. The first job will probably have to be
completed, the tape rewound and unloaded, a new one
mounted, labels checked, etc.

However, the same resource can be hard to assign for
some cases and easy to assign for others, depending on the
allocation techniques used. Small, not necessarily con-
tiguous, areas (allocation units) of large core memory may
be allocated relatively easily (using a table of pointers to
keep track of which units are available, and which are
linked together in various chains). Such a use of LoMm is
analogous to allocating disc space in units of one sector or
track at a time and is considered dynamic resource
allocation.

In scopE 76, Lca may be shared by hundreds of jobs. To
allocate large contiguous amounts of oM, (ie., a signifi-
cantly large percentage of the total available) to one job
might require suspending many other jobs and moving
these jobs to rotating mass storage (roll-in, roll-out). This
action might be difficult as well as time consuming, and is
considered static resource allocation.

In scopE 76, the general job scheduling philosophy is not
to allow jobs to begin execution unless all maximum static
resources are available for the job to run to completion.
Dynamic resources are continually in an overcommitted
state and the availability of these resources is.not required
for job selection.

The resource management agency performs a service role
to the other agencies of the system. When other agencies
such as job management or system control need to allocate
resources, the resource management agency is called upon
to perform the task.

Information routing agency. The responsibility of this
agency is the management of the movement of files and
control information through the system. In scope 76, only

Y
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three types of files are used: data files, job files and message
files.

A data file is one which is used and operated on by a job.
Data files are in the form of wpur files, ourpur files
(containing the results of a computer run), and scraTcH
files (used for storage of intermediate results). scraTcH files
are returned to the system after completion of the job.
LIBRARY and RESTART files are thought of as data files that
are used as input to the utility agency.

A job file is a collection of data which specifies to the
operating system a unit of work to be performed by the
computer. This unit of work is called a job and is really
defined by the person who submits the job to the computer.
In a batch processing environment, a job file normally
consists of everything between the job card and the end-of-
job indicator. A job file may contain job control language
statements (control cards), programs, and data.

A message file contains an interactive message that is to
be displayed or operated on by a computer unit separate
from the sender. A message file functions on a computer-to-
computer rather than a user-to-device basis such as with
job and data files. Also, message files are considered infinite
and each segment is treated as a logical entity whereas job
and data files are finite and the whole file is treated as a
logical entity.

The movement of these files mentioned above is directed
by control information communication blocks. An example
is the acknowledgement of a message file segment by the
receiving computer to the sending computer.

Utilities agency. The responsibilities of this agency cover
a broad spectrum. Some of these areas of responsibility
are:

1. Loaders

2. File management—the access maintenance of a cen-
tralized data base. )

3. System editors and maintenance routines

4. Dead start processes

5. Recovery processes: failsafe; checkpoint-restart.

6. Operator communications

System control agency. This agency is the basic founda-
tion of the architectural structure of the system. The rela-
tion and interface of each of the other agencies is controlled
by the system control agency. Some of the specific tasks of
this agency are:

1. Cpu - switching control—the selection of the job to
which the cpu is to be allocated.

2. Queue management—the service of system queues.

3. Software clock servicing—conversion of the output -of
the periodic hardware clock to the formats required by the
rest of the system.

4, Task synchronization — the supervision of event
posting. '

job flow

The next step in bringing the design into focus is to
examine job flow through the system and identify which
agencies would come into play at which points in the
process. It should be pointed out that several components
may comprise a particular agency. Also, these components
may reside in different physical locations in the machine
configuration. Each component may contain several
modules of separate, distinct code.

1. The physical 1/0 agency reads the job in at a job
station.

2. The information routing agency aids the physical 1/0
agency in routing the job to central where it is queued to a
mass storage device to await scheduling for execution.
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3. The job management agency takes over to schedule
the job. It brings the job into core and leads it through its
various stages of execution.

4. The resource management agency is called by the job
management agency in order to allocate resources such as
scM, Lea, peripheral equipment, etc. to the job.

5. During execution of the job, the job management
agency may also call other agencies, such as the utilities
agency (for calls to system routines such as the loader,
compilers, etc.), or the logical 1/0 agency. It is also possible
for these agencies in turn to call another agency. For
example, the logical 1/0 agency calls the physical 1/0
agency and vice versa.

6. At the end of execution, the output files are queued to
a mass storage device to await routing back to the job
station.

7. The information routing agency aids the physical 1/0
agency in routing the completed output file(s) to the
designated destination(s).

8. Finally, physical 1/0 is called to output these files to
the desired peripheral equipments.

Iterative walk-throughs. As seen in the previous discus-
sion, jobs in scopE 76 come from input devices, are queued
to mass storage and later executed and the output files sent
to an output queue where they await transmission to output
devices.

Additional “walk-through” sequences will be given for
various sections of the system to permit some of the com-
ponents and subcomponent structures to come into view.
Two specific processes will be focused on:

1. Job input and output file queueing and dequeueing.

2. Job management execution sequence.

Job file queueing/dequeucing walk-through. The follow-
ing steps are necessary:

1. Physical 1/0 performs the actual input from the hard-
ware device at the station.

2. The file router component of the information routing
agency aids the physical 1/0 agency in moving the job file
between the station and large buffers in Lcat.

3. The data manager component of the logical 1/0
agency operates on (interprets, decompresses, etc.) the
data in the rcs buffer and translates this data from physi-
cal blocks to logical records and delivers these records to an
scat buffer for the job verifier component of the job man-
agement agency.

4. If the job verifier accepts the format of the job file, the
data manager is called to translate the logical record to the
physical blocking format of the system mass storage device.
The data manager then moves this translated data record to
reat buffers. This buflering is necessary in order to mini-
mize the number of accesses (and therefore repositionings)
of the mass storage device. ’

5. When the Lcat buffer is full, the physical 1/0 agency
is called along with the file router to move the file to the
mass storage device.

Job management walk-through. The job management
process walk-through identifies the following components:

1. Job verification—component concerned with the verifi-
cation of the job format. (Is the account card, resource
statement, etc. correct?) .

2. Job entrance—component concerned with the qualifi-
cation of jobs to be selected as candidates for cpu execu-
tion. Subcomponents of job entrance are job staging, job
scheduling and job initiation.

a. Job staging—responsible for the moving of a job be-

tween various stages of selection candidacy. Jobs are

event-synchronized with other jobs and resource-
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synchronized with removable volumes (tapes, disc packs).

b. Job scheduling is dependent on resource availability

and priority. Essentially, the execution candidates are se-

lected as the highest priority jobs whose resources (drives,

LM, set basic job area) requirements can be satisfied.

c. Job initiation—component concerned with the house-

keeping required to introduce the job as a cpu execution

candidate once the job has been selected.

3. Job advancement—component concerned with the in-
terpretation and system execution of the job control lan-
guage used to specify the action of each job step. Some of
the specific tasks here are library loading and the mounting
coordination of removable volumes.

4. Job termination—component concerned with the
housekeeping required to remove a job from the system after
the job has completed.

system layout perspective

The operating system is readily divisible into two clearly
distinct parts with respect to physical layout: central and
stations. The physical layout of the central side will now be
considered.

The agency and job flow perspectives do not clearly
depict the final form of the implemented system. These
perspectives ignore performance characteristics and hard-
ware constraints, for the moment, in order to visualize the
system structure from a gross point of view. These perspec-
tives give a picture of the system “from the top down.” That
is, the system is described in a hierarchical fashion starting
from very general concepts to more specific ones.

Before describing the actual layout of score 76, a discus-
sion of the system “from the bottom up” will be given. Here
the basic framework structures of the system will be de-
scribed. The final layout of the system is described as how
the various components and subcomponents described in
the agency and job flow fit into these structures. The final
form of the system is then seen when the “top down” and
“bottom up” descriptions meet.

Residence considerations. As outlined in the hardware
description, all cpu code must execute in sca. Because of
this, sca is considered a precious system resource and,
therefore, one of the design objectives of scope 76 was to
keep the amount of scar required by the system to a
minimum. scat is 65K words long. The 1/0 hardware buffers
in low scat take up 4K words. A system resident limit of 4K
words was established providing 57K words of scat for user
job execution.

To achieve this limit, the system resident was structured
to use overlays in all areas except the most time critical.

Exccution state considerations. The execution code in the
cpu is controlled by system selection of the mode of execu-
tion. These modes are determined by the hardware and are
used to control response to interrupt and permissible exit
addresses.

The 7600 cpu can execute in two basic states:

1. Interruptible—processes executing in this state are
subject to 1/0 interrupts. '

2. Noninterruptible—processes executing in this state are
not subject to 1/0 interrupts.

Within either of the above two states, two substates can
be selected. ‘

1. Controlled exit—processes executing in this substate
can select the process which will execute next.

2. Uncontrolled exit—processes executing in this substate
can only return to the process that preceded their execu-
tion.

Together, these states allow a process to run in any of
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four permutations of the above states.

1. User mode—user jobs execute in this mode. The pro-
cess is interruptible with uncontrolled exit. Certainly, user
jobs must be totally under control of the system and this
execution mode insures such control. These processes may
not lock out 1/0 interrupt servicing and are only allowed to
give control of the cpu back to the process that originally
gave control to them.

2. Interrupt mode—When an interruptible process is
executing and an 1/0 interrupt occurs on some channel,
control is transferred directly to specific routines to process
the interrupt. These processes must be noninterruptible
(dictated by 7600 hardware constraints).

It is desirable to blend the processing of interrupts into
normal system and user job execution as much as possible.
The concept used in scope 76 is to execute the interrupt
handlers in an uncontrolled exit substate so that control will
return immediately to the process that was executing at the
time of the interrupt. This minimizes the overhead of servic-
ing interrupts, since the cpu is not requjyed to do any
software scheduling. '

3. Transfer mode—The major portion of the system task
servicing cannot be handled in either of the user or inter-
rupt modes. These tasks are of such duration that they must
be interruptible in order that 1/0 tasks can be adequately
serviced but they are of such a control natuyg¢ that the
controlled exit state must be used.

4. Monitor mode—There are some tasks in the system
that must be executed in noninterruptible state with con-
trolled exit substate. This section of the system provides the
balance necessary to keep the systéem running in a pre-
dictable fashion.

Timing requirements. In order to meet the external re-
quirements of the system to respond to external stimuli (in
less than 125 microseconds), the time spent in noninter-
ruptible mode has to be minimal. ‘

Eftective use of the hardware requires interrupt handlers
to execute in noninterruptible mode. To meet time critical
response requirements, the interrupt handlers do not exe-
cute for more than 10 microseconds. Interrupt handler code
resides in SCM so it is not necessary to load an overlay from
LCM to execute this code. '

The framework of the central operating system is now
described with the above considerations and restrictions in
mind. ; ‘

Job structure. First, due to the requirements that non-
interruptible mode be minimally used; it is "c}(’:‘ar that user
jobs which will be in execution most of the time must
execute in scM in user mode (interruptible’ wiﬂl uncon-
trolled exit). no

Interrupt handlers structure. Routines to process exter-
nal 1/0 interrupts must be executed in different execution
modes than the user jobs. These processes, known as inter-
rupt handlers, move data to and from special buffers in scar
that are connected to hardware channels to the stations.
Data is moved from the sca buffers to and from larger Loy
buffers.

As mentioned previously, it is imperative that the inter-
rupt handlers minimize their execution, due to the fact that
their execution in noninterruptible. For this reason these
processes are coded to move data between LcM and sca
buffers and then to immediately return to the interrupted
program. This procedure is sufficient in normal continuous
transfer of data between the stations and central. ‘Other
cases, such as buffer overflow or end of transmission, require
more than simple data movement. The fact that these cases
may require lengthy processing dictates that this processing
must be handled outside the interrupt handlers.
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To provide for system task processing, a separate struc-
ture of the central system was designed. It is called the
executive structure, due to the executive nature of the tasks.
The processes in this structure perform the major portion of
the tasks of the information routing agency, the resource
management agency, the job management agency, and
much of that of the physical 1/0 and system control.

In order to distinguish between these tasks by priority,
they were grouped into three substructures or levels. These
separate substructures are:

E1—This level performs basic job management and re-
source management tasks, as well as system control and
information routing. This portion of the executive structure
executes with the lowest priority.

E2—~This level is concerned with physical 1/0 processing.
The tasks are related to the start-up termination and special
case handling of 1/0 requests to the physical 1/0 agency.
This section runs at a higher priority than the E1 level in
order to give precedence to the flow of data through the
system.

E3—This level services real-time and time critical tasks.
For this reason, E3 runs at a higher priority level than
either E2 or E1. '

Since modules in these structures may be called to service
more than one task at a time, the levels are queue driven.

System interchange. In order to provide an orderly state
of execution flow between the various elements of the
system, a separate structure was required. This structure,
the system interchange, is one of the basic parts of the
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system control agency and it runs in monitor mode.

Modules in this structure are called by the interrupt
handlers and other components whenever it is necessary to
add an entry to any of the executive queues. The basic task
of the system interchange is to queue these requests and
then to select the next task for cpu execution.

Job supervisor structure. Because of centralization re-
quirements, the data manager component of the logical 1/0
agency is designed to run as a separate module from the job
it is servicing. Due to the responsibility of mapping logical
orders into physical addresses, the data manager has wider
access privileges to system mformatlon That is, data man-
ager reads and writes in scM and LCM areas that are not
accessible to a user job. These considerations require that
data manager execute in a separate system structure than
the user job. For this purpose, a separate system structure is
used—the job supervisor structure.

In the job supervisor, tasks such as in the data manager
are executed in a job oriented sense, yet with the privileges
of system modules. Each job has an associated job super-
visor structure. These two structures are juxtaposed to
facilitate swapping (the job supervisor is swapped out with
the job). Modules that execute in the job supervisor use a
separate set of operating registers and memory bounds than
those used by the associated job.

In addition to the data manager, many job-oriented tasks
such as the job initiator, job advancer and job terminator
execute in the job supervisor structure.

detailed architectural overview

The final system will now be summarized with emphasis
on core allocation and code residence.

scM organization-is basically in three parts:

1. 1/0 section—area dedicated by hardware for input
and output 1/0 buffers and the corresponding exchange
jump packages.

2, System section—used for system overlays and tables.
This section is a permanent part of the operating system
and is never moved during system execution.

3. User section—available for user programs.

LCM organization is basically in two parts:

1. System section—used for permanent storage of system
overlays, for various system tables and for allocatable sys-
tem buffers.

2. User section—used for job image areas (for swapping)
as well as job-related system tables and user direct access
areas.

Only one program at a time is executed in scm. The
entire scM object program field may thus be used for each
program. Data is read from the input file in LcMm and results
are stored in an output file in LcM. If the amount of input
and output data is small, the job may be run to completion
in one execution interval. If job execution is delayed by
buffer size or by intermediate file references, the program
code is returned to LcM and another job uses the scM while
buffer data is transferred to (or from) rcmm.

scope 76 completes the concept of distributed computing
by providing a sophisticated time critical component of the
system control agency. The time critical component main-
tains ultimate control of the cpu and directly links transfer
of data and execution of computational tasks to events
detected by a real-time 1/0 station. The time critical com-
ponent provides for priority execution of computational
tasks within a job and for the allocation of the cpu between
jobs to guarantee computational intervals. Real-time re-
sponse is considered at all levels of the system design to
ensure minimum switching time between non-real-time and
real-time processing.
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A FASTER DATALINE STRIP PRINTER
FOR EVERY TERMINAL APPI.ICATION
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Mobile Strip Printer.
Printout in police cars,
buses—any moving vehicle.
Compact. 100 million
maintenance-free
operations. 64 large
characters (ASCII).

MODEL 3064-M
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BN RS, * 2413 Desk Top Strip
Printer prints out more message in less line time. Minimum
100 million maintenance-free operations. Small size, but

64 large characters (ASCIl).
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MODEL 3064-C

M|

Portable Printing Termmal. Perfect 1/0 for computer time-
share users, salesmen, engineers. Operates through any
standard dial telephone. Includes an integral 103-type
modem. Typewriter key-

board. 100 mitlion main-
tenance-free
operations. 64
large characters
(ASCII).

The Best in Printed Copy Data Terminals
181 SO. BORO LINE RD., KING OF PRUSSIA, PA. 19406 * 215/265-6340

WATCH THE STRIPPERS AT SJCC. BOOTH NO. 50003.
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Most interesting!
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} my checkmarks. COMPANY,
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| [ Model 3064-DT STATE 21p
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For On-Line Applications there is
no other printer which can offer you
all of these important advantages —

LOW COST — Model 1200 is priced
below $10,000 in quantity.

SPEED — Operating at a constant
speed of 1200 80- or 132-character
lines a minute, Model 1200 can prin
all 96 ASCII characters. L

FLEXIBILITY — An unlimited

number of operator changeable type
fonts are available.

CONVENIENCE — Ordinary bond
paper is roll fed and automatically

cut into 11-inch lengths. Fan-fold and

take-up roll options are available.
QUIET — Unlike impact printers,
the Model 1200 is noise free and can

be used in any office environment.
COMPATIBILITY — Computer

-compatible with simple interfaces.

RELIABILITY — All solid-state
design with a minimum of mechanical
parts assures long maintenance-free
life.

Ask for the full story on these and
all the other advantages of the Path
Model 1200 printer.

First from PATH came
the model 1200 printer

The truly modern

high-speed, non-impact printer

for data processing and telecommunications




For Off-Line Applications System computational ability. Before you buy any small or

1200 offers all the advantages of the A Magnetic Tape Unit — medium-scale system, before you buy
Model 1200 printer — speed, silence, IBM compatible; 9-track, 800 bits any tape-to-print facility, before you
reliability, versatility and economy. per inch with dual-gap, read-after- buy any high-speed printer, you

Cost is less than the price of most write heads. Accommodates all should investigate System 1200.
high-speed printers alone. Yet, ' standard reels up to 10%2 inches. As Contact: '
System 1200 includes: many as four tape decks can be Path Computer Equipment, Inc.

A Computer — incorporated in the system. 65 Commerce Road

Stamford, Connecticut 06902

Programmable with editing and
(203) 348-4244

formatting capabilities as well as

and now PATH introduces
system 1200

A low-cost, high-performance
stand-alone print station

We’ll be in Booth 42000 at The Spring Joint Computer Conference ~ Computer Equipment, Inc.
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A unique

concept
in oem
modems
Customized OEM One card prototype modems
modems to 1800 bps. can be delivered within eight weeks.
RIXON . :
Based on an entirely new concept. Experience counts.
You get exactly what you ask for. It means you can
And you pay for only those count on Rixon.
SJCC functions you require. The Data Communications People.

Booths 2103-04

Rixon Electronics Inc. / an affiliate of United Utilities, Incorporated / 2120 Industrial Pkwy., Silver Spring, Md. / (301) 622-2121 E;)EC]:S
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Georgy Porgy

Putting pi
In his program wondered why Old Ken Cole
All his data went astray A Was a very old soul
Out went Georgy’s resume. And a very old soul was he

He programmed the ENTAC
And he programmed the 650
And he programmed the UNIVAC II1.

Peter, Peter
E-D-P-er
Kept a job about a year
With Burroughs, Adage, Labs of Bell

Little Jack Horner GE, Mitre, Honeywell.

Sat in the corner

. One, two
Eating his peripheral pie, oh Continue my DO
He input his thumb Three, FOR-

And output a plum

TRAN’s a bore.
And said “What a good toy is I/O”

Mary, Mary
Quite contrary
How does your program flow?
With lots of loops
In nested groups
And neat arrays all in a row.

Jack and Jill
Went up the hill
With great antjcipating
Jack came down
Hey, diddle diddler And with a frown
The cat and the bit-fiddler Gave up computer dating.
The cow jumped to a routine
The little DO looped to see such sport
And the disc ran around in the scene.

Humpty Dumpty had a Spring ball
Humpty Dumpty had a great Fall
But all the king’s horses
And all the king’s men
Won't get him to Atlantic City again.

o~
Jack Spratt "

At FORTRAN spat

His wife thought COBOL mean

And so between the two of them

They brought home lots of green.
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machines that make data move

data's
wait-less
wonder

Hold tight. It’s Teletype’s Inktronic®
terminal. A data terminal many
times faster than the ordinary page
printer. Zaps 1200 words to the
page per minute, Electronically. It’s
another answer from Teletype R&D
for moving data economically at
high speed.

* * * *

Off the ground and moving: Ink-
tronic terminal. A space age termi-
nal that doesn’t tinker with time.
And one time won’t tinker with.
Moves data on-line at 1200 wpm.
And will have higher speed capa-
bilities for tomorrow. Helps you
get more in and out of the com-
puter practically. And monitor high
speed, tape-to-tape systems with
new edse and economy. The line
includes the KSR (keyboard send-
receive) set shown here. And an
RO (receive only) set. An ASR (au-
tomatic send-receive) set is coming.
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Printing’s unique space walk

The Inktronic terminal is different.
There's no type-box. Prints through
electrostatic deflection. Ink literally
leaps to the page to form a charac-
ter. For ink droplets carry a nega-
tive charge and are drawn to the
page through a series of electrodes
that cause it to trace out'the shape
of the character called for. Each
character is made up of a number
of dots.

No waste space

Inktronic terminal doesn’t kill time
or waste space on “fill"" characters
or buffer storage. It prints only the
characters called for. Cleanly. And
puts them on the line where you
want them. You can print one char-
acter as readily as a few words or

an entire line.

In orbit with ASCHI

Inktronic KSR .will generate up‘td
128 code combinations and can
print 63 alphanumerics, . Take your

CIRCLE 56 ON READER CARD

TELETYPE

" choice of an RO set with 5-level

or ASCll code, or a KSR set. with
ASCIL '

Keeps data tracking at less cost

The Inktronic terminal uses ordi-
nary teleprinter paper. Inexpensive
paper. A standard 8%z inch wide
roll provides about 400 feet of data
space, The ink Inktronic terminals
use is inexpensive, too. One pint
will deliver up to 15 miles of data.
With a 1200 wpm capability these
are important points .to consider.
Maintenance? Really Tow. The ink

supply and guidance system has’

only one moving part. And you get
more data on and off line faster

which means greater economy, too. .

The'Inktronic is one of many excit-
ing moves being made by Teletype
R&D in moving data at very little

cost. If you would like more infor- -

mation, contact Teletype Corpora-
tion, Dept. 810,.5555 Touhy Ave-
nue, Skokie, 1llinois 60076.
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your family tree

ADAPT COMPUTERS

TO GENEALOGY

by Hoyt Palmer

The era of electronic data processing has ex-
panded beyond the conventional and has in-
vaded the unlikely field of genealogy.

The “Mormon” Church, officially titled The
Church of Jesus Christ of Latter-day Saints, has been using
the computer almost since electronic techniques became
adapted to statistics, but it was only in 1962 that the
church’s Genealogical Society began an experimental pro-
gram to see if data processing could be used for genealogy.
The experiment proved successful, and the society has
moved mdre and more into electronic data recording until
now almost all the processing of genealogical information
has been adapted to computerized techniques. No way has
yet been found to adapt the computer to actual research
work, but even this may develop in time.

Because the society has been sponsored from its begin-
ning by the church, an explanation of its purposes and
motives becomes necessary to show how the society oper-
ates. Members of the Mormon Church have the same inter-
est in their ancestors as do any other people. But they are
spurred additionally by their belief that all persons who
ever have lived or ever will live on the earth will, through
the gift of resurrection provided by Jesus Christ, live again
as eternally existent immortal beings—each with the same
personal identity by which he was recognized while here
upon the earth.

They also believe in the continuity dfter death of the
family relationships that exist here, but claim that this can
be assured only through ordinances of binding or “sealing”
of families into eternal family relationships. Similarly, they
accept literally the statement of Christ that no one can
enter the Kingdom of God without baptism. Billions of
individuals and families have lived and died without ever
accepting Jesus Christ or knowing anything about these
scriptures or ordinances.

As an adjunct of this belief, justice demands that all those
who have died must have the same opportunities as those
who live now. The Mormons claim, through devine restora-
tion, the same authority that was given to Peter—that
whatsoever he should bind on earth should be bound in
heaven—and claim the use of this authority on behalf of all
who have lived before, by providing these ordinances of
sealing for them—the living being proxy for the dead. This,
they point out, is in keeping with the statement of the
Apostle Paul, who refers to baptism of the dead as a proof
of the resurrection, as recorded in I Corinthians, chapter 15.
These ordinances, vicariously performed for the dead, are
performed in temples built for this purpose. There are
presently 13 beautiful and magnificently designed temples
in opelatlon—four located in Utah, two in California, and
one each in Idaho, Arizona, Hawau Canada, England
New Zealand, and Switzerland. Two more are pro]eoted in
Utah, and one in Washington, D.C.

This, in brief, explains why the Mormons have such a
compelling interest in gathering the records of their ances-
try. The long-range goal of the Genealogical Society is to
eventually, by means of a worldwide microfilming project,
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gather into its huge Granite Mountain Records Vault the
records of as many identifiable names as can be found in all
areas and nations of the world, and to make these available
for tabulation into the computer. This will eventually run
into billions of entries. The task of processing and recording
this tremendous bulk of information by manual means
would border on the impossible, and the filing problem
would become so unwieldy as to be entirely impractical.

The Genealogical Society had a modest beginning on
November 21, 1894, with its first library housed in a single
room, lined with donated books of genealogy, and with a
few tables and chairs, an administrative desk, and an old
wood-burning heater to keep the place warm on cold days.
In November, 1969, when the organization celebrated its
diamond jubilee, it was recognized as the largest genealogi-
cal organization in the world. The main library, located in
Salt Lake City, is complemented by 90 branch libraries
scattered throughout the United States, including Alaska
and Hawaii, and in Canada, Mexico, and New Zealand,
with more branches being planned in many locations. The
society presently employs 525 persons at its headquarters
in Salt Lake City, and, since it is a nonprofit organization,
the payroll, maintenance, operations, and services of the
orgariization are all underwritten by the sponsoring church.

Prior to 1962 all genealogical information was received
from patrons who did their own research, or hired it done,
and these records were examined, evaluated, and then
typed onto standard forms. These were then sent to the
church’s temples for the ordinances to be performed vicar-
iously for each person. When the ordinances were com-
pleted, the records were all filed and made available to the
public.

A huge index of more than 37 million individual names,
each filed on an index card with the identifying information

Mr. Palmer is publications
editor for the Genealogical
Society of the Church of
Jesus Christ of Latter-day
Saints. Previously he was a
member of the society's re-
search staff for several years.
He is a graduate of Utah State
University.
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for each person, was maintained in a huge file termed the
Temple Records Index Bureau (TiB). This file was ar-
ranged into areas, by countries or other appropriate area
divisions, and also alphabetically, by surname and date
arrangement (Fig. 1),

Another collection, comprised of family groups records,
was maintained between 1942 and 1969, and is now posted
in binders, called the Church Record Archives. This
archive, containing more than 6 million family groups is
located in the main building of the society’s main library,
where the binders are accessible to anyone who desires to

Fig. 1. Temple Records Index Bureau (TIB) files.

look through them. A rapid copy service is provided for
making copies of any sheet desired.

To meet the society’s objectives, a microfilming program
was begun in November of 1938. Since that beginning
microfilm operations have mushroomed until there are pres-
ently 80 cameras operating in 15 countries, and the pro-
gram continues to expand.

The negatives of this enormous collection of microfilmed
records are stored in a great tunnel complex blasted in the
base of a solid granite mountain near Salt Lake City, Utah
(Fig. 2). This huge Granite Mountain Records Vault of the
Genealogical Society presently contains more than 700,000
(100-foot) rolls of 32mm microfilm—which collectively con-
tain an equivalent of more than 3 million (300-page)
volumes of genealogical information. The figure of 700,000
rolls of developed negatives is by no means static, as more
film is arriving and being developed at the rate of approxi-
mately 4,000 rolls of film each month from many nations of
the world.

No cutoff point is anticipated until all possible records
available have been filmed and added to this already im-
mense genealogical treasurehouse. The capacity of this film
storage facility is figured between 5 and 6 million rolls of
microfilm, and the vault can be expanded if necessary
through further excavation.

The films are deposited in huge cross-storage tunnels of
the vault, in cabinets constructed with a specially designed
power lift to provide access to the upper sections of the nine-
foot-high tiers of cabinets.

The first step toward computerizing genealogy was taken
in 1962, as an assignment to a corps of typists to copy
genealogical data from filmed copies of English parish
registers onto cards, each card containing the complete
identifying data for one person. This data was then Flexo-
typed onto paper tape in the form of machine-punched
code, which was fed into the computer, and the information

then electronically recorded on computer discs and/or tape
(Fig. 3).

April 1970

The tremendous reduction in weight and space as storage
factors will play no inconsiderable part in the change to
computerized genealogy. The present 35 million cards in
the TiB index occupy 871 file cabinets, totaling approxi-

mately 900 lineal feet of floor space, and represent a
combined weight of about 85 tons.

Using one billion card entries as a prJected sample

Fig. 3. Reels of computerized data stored on magnetic tape.

figure, the card file system would require an estimated
95,000 cabinets, weighing nearly 2500 tons, and extending
a distance of about four and three-fourths miles. These same
one billion entries on computer disc storage, placed on shelf
racks of comparable height to the card cabinets, would take
up only about 700 lineal feet of space—or, on tape reels, on
similar racks, the required space would be less than 100
lineal feet.

The final big step to electronic processing of almost all of
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the genealogical data submitted to the society began Octo-
ber 1, 19€9. Since that time only a few specified types of
records continue to be processed manually. These include
Polynesian, Oriental, and some Medieval European records,
which require special manual evaluation and handling in
order to provide sufficient information for complete identifi-
cation.

Parish registers are perhaps the most lucrative source for
genealogical information for time periods beyond the past
100 years or so. English parishes were selected first, and
many of these records are written in very old script. To be
sure the difficult Old English writing is correctly copied, a
controlled extraction program was developed. Two girls
separately read and copy the information contained in one
of these registers, making an “A” and a “B” copy of each
entry. This extracted information is then Flexotype coded
from the cards onto paper tape and this is fed into the
computer in what is called a “match/merge” process. If the
two copies of the same entry coincide, they are “merged”
into a single output entry., If the “A” and “B” copies
disagree, the computer prints both copies as entered and a
new study is made of the original source to determine what
the correct reading should be. The corrected information is
again coded back into the computer.

Printed card entries of each name with its identifying
information are sent to the Temple Records Index Bureau
(T13) and checked to determine whether the ordinances of
sealing have been previously performed in the temples. If
they have been, the dates of these ordinances are written on
the printed card in pencil, and this information is entered
into the computer as a permanent record, If the ordinances

have not been performed, the computer prints out the.

names onto sheets that are then sent to the temples for the
ordinances to be performed.

Parish registers that are more easily read are Flexotyped
directly from the registers onto the paper tape, for coding
into the computer by a corps of 29 Flexowriter operator:.

Names researched and sent in by patrons are submitted
on special single entry forms provided by the society, and
the information is Flexotyped directly from these entry
forms.

Under the recently launched computer program the
genealogical data will eventually be far greater than that in
the present archives and indexes, and this data will be
made available for study or reference through disc-pack
and magnetic-tape storage. The data on these discs and/or
magnetic tapes is coded into the computer on both a
geographical and surname basis, and a coded record is
maintained, defining just where on any given record or tape
reel a specific entry may be found. This makes possible
almost instant recovery of the information pertaining to any
individual desired.

Through this method it is anticipated that, in the not too
distant future, research as gathered by patrons or persons
anywhere in the world—may be checked against the com-
puterized records already recorded to determine whether or
not an individual is a part of any particular family unit.

The computer program for the Genealogical Society is
not specifically operated by the society, but is under the
supervision of, and coordinated with, computer operations
for other departments of the church, such as membership,
finance, building, transportation, education, missionary, etc.
A new Model 65 computer was recently added to the 1BMm
system 360 Model 50 in use for the past several years.

The society makes every effort to assist all persons who
have a desire to trace their ancestry. Classes are given
periodically in methods of research for tracing ancestry in
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the various countries of the world. Assistance and instruc-
tion in research includes everything from basic courses to
technical texts, brochures, pamphlets, and specific instruc-
tion by specialists in various fields.

The society also assists in training researchers, gives
accreditation to those who qualify, and supplies the names
and addresses of these researchers to anyone requesting
them,

A permanent research staff of international specialists
devotes full time, including considerable travel to all parts
of the world, searching out and developing new record
sources. These specialists author or compile valuable and
informative papers and explanations on the type and avail-
ability of records pertaining to their respective areas. These
papers are available on request through the Genealogical
Society at nominal cost.

A complete dictionary card catalog of all library holdings
is provided at the main library and is also on film at all of
the branch libraries. This catalog provides descriptions of
all of the volumes of printed matter acquisitioned, plus an
index by subject and locality of the entire microfilm collec-
tion. This film index is also available at all of th» branch
libraries. Copies of any desired films are available for study
or research through application at the main or any branch
library, subject to a stipulation that they are not to be taken
from, or used outside, the library. Filmed copies of the
computer printouts are also made available to the public in
any of the branch libraries (Fig. 4). The original printouts
of the computerized information remain at the main library
in Salt Lake City.

An indication of the extent of the current use of the
society’s facilities is evidenced in the approximately 10,000
persons who register at the main library in Salt Lake City,

Fig. 4. Computer parish register printouts.

and 15,000 who make use of the branch libraries each
month. The facilities and services are not limited to mem-
bers of the Mormon Church, but are available to people
anywhere who desire to trace their ancestry.

At the present time, names submitted by genealogists
and patrons of the society are entered into the computer at
a rate of 1 to 1.5 million per year. The society is constantly
on the alert for new methods which may speed up any of
their processing procedures and it is anticipated that,
through use of the scanner or some other means not yet
fully developed, the rate of incoming genealogical informa-
tion may increase to many millions of entries per year. All
the information thus gathered will be stored on microfilm
and/or on computer magnetic tape or disc-pack recoverable
storage, as well as the printouts that will come from the
computer as time moves on. [
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S SNOWINQ

(AT BOQTHS 43013-14)

All modesty aside, we think our new
Data Printer V-132 variable-width
Medium Speed Printer is just a cut
or two better than anything you're
likely to see at the SJCC. In fact, we
think it's the best printer at the entire
Conference. (Except for our other
printers, of course!)

Our new V-132 incorporates the
same dependable operational and
design characteristics as our popular
F-80 and F-132 models, but with one
important difference: the V-132 will

accommodate form widths from 3%z to
19%inches.

Unitsinclude:600 LPM printer mech-
anism; pedestal mounted electronics,
with a single-line memory; and 8 or 12
channel Vertical Format Unit on the
F-132 and V-132. Sound deadening
enclosures are also available. You can,
of course, purchase mechanisms only.

Why not call or write us for addi-
tional information? Better yet, drop
over to our booth (and a few others) at
the SJCC where our pride is showing.

Data Printer Corp

225 Msgr. O'Brien Highway / Cambridge, Ma. 02141 / (617) 492-7484
Western Regional Office: 637 W. Commonwealth Ave./Fullerton, Ca. 92632/(714) 871-7665
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The case for computerized selling

Our case rests on the premise that it's better to close the order today than next
week. Especially if the only reason for another call is your salesman needing
more information — a technical analysis or a payment schedule —

something stored in your computer. Our case has your salesman
getting that data right at the customer’s desk. Right away.
He dials your computer. Pecks a few times at a simplified Mt’;%%f%
alphanumeric keyboard. Immediately gets back a full-page M
report. Accurately. With carbons. And has every reason to T theedgeg
get the order today. Our case is the self-contained PortaCom.
It weighs under 30 pounds and travels everywhere. It’'s yours
for $95 a month including maintenance. Or buy it for $2,450. Less in quantity.
Try PortaCom. Make it your test case for computerized selling. Or see it at STCC.

DATA PRODUCTS

systems division e219 e soto Avenue/Woodiand Hills, California 91364 CIRCLE 53 ON READER CARD

U.S. Sales Offices: Atlanta 404/633-6367; Boston 617/237-1950; Chicago 312/325-6630; Cleveland 216/464-1848; Dallas 214/231-8265; Detroit 313/357-0366;
Los Altos 4165/941-3933; Los Angeles 213/483-7054; Miami 305/891-4644; New York 212/532-9504; Philadelphia 215/884-1885; Pittsburgh 412/687-1700;
Rochester 716/436-7410; St. Louis 314/644-3450; San Francisco 415/421-9375; Seattle 206/228-2440; Washington 301/652-8120. Europe: Paris 533.47.79.



THE
FUTURE ROLE

lasers

OF MAGNETOOPTICAL
MEMORY SYSTEMS

by R. P. Hunt, T. Elser and I. W. Wolf

To be acceptable from an operational and
economic viewpoint, a new technology must
] provide characteristics which exceed the present
beoome vt state-of-the-art cost base and operational per-
formance. It is expected that any new mass storage tech-
nique should improve significantly on packing density and
data transfer rate, and should also provide a system reli-
ability at least comparable to existing standards. In addi-

SIDE VIEW END VIEW
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Fig. 1. The laser beam recording-magnetooptic readout
system.

tion, the new technology should show long-life storage and
involve no special environmental requirements. Finally, an
erasable medium would be desirable.

It appears that an optical memory system utilizing fo-
cused laser beams to establish basic resolution may meet the
above objectives by providing an order of magnitude im-
provement in packing density.

Of all the available mechanisms likely to meet the storage
requirements, only magnetic surfaces are versatile enough
for consideration at this time. Magnetic films offer high
density, erasability, low cost, easily controlled characteris-
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tics—which are amenable to production—and the ability to
be deposited on a variety of rigid and flexible substrates.

Research at Ampex on laser beam writing and magneto-
optic readout indicates performance characteristics that

may challenge present oxide disc, drum, and tape systems.
Sufficient progress has been made-on all aspects of mag-
netooptic storage to demonstrate on 4 liboratory plototype
memory system feasibility for on-line storage. .

The basic magnetooptic storage system, Fig. 1, con51sts of
(1) a light source, (2) optic system, (3) magnetlc storage
medium, (4) light polarization detection system, (5) scan-
ning system, and (6) tracking system.

Light, directed and controlled by an optical chnmng
and tracking system, interacts with a magnetic storage
medium which is manipulated by a-transport system.

Writing information in the medium is accomplished by
using the light source in a “high” intensity mode together
with an applied magnetic field to switch the magnetic
medium. The intensity of the laser light causes local heating

(continued on p. 98)

Dr. Hunt is presently a mem-
ber of the research staff with
the Ampex Corp. in Redwood
City, Cal., working with mag-
netic thin films, magnetoop-
tics, and magnetic memory
systems. He holds a BA in
physics and mathematics
from Ohio Wesleyan Univer-
sity, and MSEE, EE, and PhD
degrees from MIT.
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MAGNETOOPTICAL MEMORY SYSTEMS . . .

of the magnetic material which decreases the threshold for
magnetic switching, A bit is written when the magnetic
field supplies a torque which “switches” the magnetic ma-
terial in this hot region in the appropriate direction.
Reading is accomplished by use of the longitudinal Kerr

effect with the light source in a “low” intensity mode. The

Kerr effect results from interaction of the optical radiation
incident on a ferromagnetic mirror with the magnetization
of the material. A component of radiation is generated at
the mirror surface which is normal to the incident polariza-
tion state, thus causing an apparent rotation in the plane of
polarization. The sense of this rotation is governed by the
direction of the magnetization.

Attempts have been made since the early 1950%s to
exploit these effects for the readout of magnetically stored
data. Until recently none of these altempts demonstrated
much promise because of low signal-to-noise ratio during
readout. In fact, in the late 1950’s, the process was written
off by investigators because of the small Kerr rotation
achievable at that time. The present improvement is due to
two developments: an effective noise reduction technique,
and the use of a laser light source.

Noise reduction. Due to pinholes, dirt, and other surface
irregularities, light can be partially depolarized when re-
flected. Such irregular depolarization constitutes a major
noise source. A technique we call “medium modulation” has
been developed to eliminate this problem. It consists of
detecting the presence or absence of a fixed modulation
frequency component in the light rather than the level of
light. The modulation is achieved by switching the direc-
tion of magnetization in a film, called the readout film,
which is part of the medium. The readout film is switched
at the modulation frequency by an external magnetic field.
The switching causes a change in the polarization angle of
the light and modulates the light into the detector. The
electrical passband of the carrier and modulated data is
chosen to lie outside the spectral region containing medium
noise and laser noise. :

There is a second film, called the storage film, separated
from the readout film by a third nonmagnetic layer called
the separation layer (Fig. 2a). Since the storage film has a

Mr. Elser is associated with
the development of new high-
speed and mass computer
memory technologies in the
Dept. of Defense. He was
formerly with IBM and Leeds
& Northrup, and has done
consulting in the chemical
processing industry. He has
a BS in physics from Gettys-
burg College, Pa. and an MS
in physics from Lehigh Univ.
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sufficiently high coercivity, it is not switched by the exter-
nal modulating field. The two films are sufficiently close
together so that a field from a bit in the storage film couples

o

@ y v STORAGE FILM
(HIGH COERCIVITY)

LOW COERCIVITY FILM

SEPARATION LAYER

MYLAR SUBSTRATE —— X

MAGNETIZATION

DISTANCE

®
PHOTODETECTOR
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Fig. 2. The memory storage media.

to the readout film and causes it to be magnetized. When
no modulating field is present, the storage film controls the
magnetization in the readout film. With combined dc and rf
modulating fields being applied to the medium, the readout
film is switched at an rf rate on one type of bit, while
switching is suppressed on the other type of bit. The
resultant signal is essentially a suppressed carrier amplitude
modulated signal. Fig. 2b shows the photocurrent as the
spot traverses from one bit to the next.

The detection of the narrow-band modulated signal pro-
vides a readout much less sensitive to media noise effects
with far fewer dropouts for digital recording.

Medium. The three-layer medium must have, in addition
to the modulation capability described above, smoothness,
fine grain size, and homogeneity; further, it must be

Dr. Wolf is manager of the
Materials-Devices Research
Section of the Ampex Corp.,
Redwood City, Cal. He was
previously manager of the
Functional Film Group with
GE. He is treasurer of the
Conference on Magnetism
and Magnetic Materials and
a member of the executive
committee of the electrode-
position div. of AES. He has
a BE and MS Iin chemical
engineering from Vanderbilt
University and a PhD from II-
linois Institute of Technology.
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capable of being recorded upon with laser illumination.

Laser recording is accomplished by using a storage film
with a temperature-sensitive coercive force. At Ampex,
electrodeposited cobalt films with a small amount of phos-
phorous were found to have % the value of the room
temperature coercivity at 150°C. Thus, heat from a laser
beam, along with an externally applied field, causes the
selected spot to switch, which writes in the information.

A variety of low-coercivity films have been used as the
readout film. Originally Nil'e was successfully employed.
However, more recently an electro-deposited Co-Ni-Fe
alloy was found to have better magnetooptic performance.
A typical M-H loop of the composite film structure is shown
in Iig. 3.

system components
Light source. The light source is important for three
reasons. First, it determines the wavelength at which the

MOMENT
(emu)
ro.010
150°C
0°¢c
0005 2
FIELD (Oe)

—400 2300 -200 100 100, 20 300 400

Fig. 3. Hysteresis loop of storage media.

LASER NOISE

SHOT NOISE

200 kHz/cm

Fig. 4. Laser noise spectral distribution compared to White
shot noise.

system will operate, and makes it a factor in determining

packing density. Secondly, it determines the available

power controlling the signal-to-noise ratio provided by the
Kerr effect and the writing speed. Finally, since light is the
communications link of the system, the light source can act
as a noise source. Any noise in the light source is therefore
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also present in the over-all noise of the system. .

Present state-of-the-urt argon or helium-neon lasers pro-
vide sufficient output power, but argon lasers offer the
advantage of shorter wavelength and higher power. A three-
watt laser is being used in a present demonstration model.

Laser noise is important even though few workers have
indicated its potential seriousness. For example, one partic-
ular model tested had 2% noise between dc and 10
megahertz (Fig. 4). The origin of such noise includes
power supply ripple, cavity vibration, and transverse mode
fuctuation. For systems of interest, raw laser noise must be
less than 1% of the dc light output. Lasers are now available
which do provide such a characteristic.

Tracking system. A tracking system is usually required to
correct small errors in medium speed and position. The
exact correction will depend on transport design but, typi-
cally, a six- or eight-spot deflection at 10 kHz appears to be
sufficient to handle most transport problems. Such deflec-
tions are within the capability of crystalline electrooptic
deflectors.

Scanning system. In order to obtain the data rates neces-
sary for future systems, a high relative velocity between the
light spot and the medium must be achieved. At a 10
megabit/sec rate, the velocity required is approximately
1600 ips. This speed is easily achieved with drums or discs
but is inconvenient for tape transports at the present time.
State-of-the-art capability for a disc-type system is com-
pared to a conventional magnetic disc system in Table I. It
should be pointed out, however, that fundamentally the

TYPICAL CONVENTIONAL DISC MEMORY CHARACTERISTICS

2.1 x 10 bits
33000 bits/in?

Disc capacity—one side
Area packing density

Bit length 1 mil
Track-to-track spacing 30 mils
Signal-to-noise ratio (Peak-to-peak/rms) 35 db
Linear velocity 1000 ips
Disc size diameter 12 inches
Rotation rate 32 rps
Data transfer rate 2 Mbits/sec
Error rate <1in 10"

ESTIMATED MAGNETOOPTIC DISC MEMORY CHARACTERISTICS

Disc capacity—one side 3.9 x 10° bits
Area packing density 6 x 108 bits/in?
Bit length 200 w inches
Track-to-track spacing—

including equal guardband 800 u inches

Signal-to-noise ratio (peak-peak/rms) 40 db

Linear velocity 400 ips
Disc size diameter 12 inches
Rotation rate 12.7 rps
Data transfer rate 2 Mbits/sec
Error rate <1in 10"
Laser write power required 0.90 watt
Laser read power required 0.16 watt

Laser write pulse width 100 nanosec
Depth of focus 1 mil

Table |

magnetic disc system is capable of an order of magnitude
improvement in packing.

A practical tape type system requires a method of trans-
versely scanning the tape. A rotating mirror scanner, in the
model constructed, causes the light spot to move across the
tape at the required rate and the motion of the tape is
required only for track-to-track displacement.

Experiments have also led to scanner designs utilizing
printed-circuit motors and air bearings. These scanners

99



MAGNETOOPTICAL MEMORY SYSTEMS...

produce the required spot velocity and resolution, vet avoid
magnetooptic aberrations due to strains and surface imper-
fections. Table I compares the wideband magnetooptic
tape svstem performance, which is believed to be within
state-of-the-art capability, to a conventional digital tape
system, and to a new svstem that is believed to be state-of-
the-art technology for magnetic recording,

Modulators. Modulators have two critical aspects. First,
some modulators are piezoelectric and thus susceptible to
mechanical resonance. This resonance was found to be a
problem which was solved by switching the crystal in a

CONVENTIONAL DIGITAL TAPE SYSTEM

5 x 108 bits
2.24 x 104 bits/in?

Tape Capacity (2500 feet)
Area Packing Density

Bit Length 625 p inches (1600 bpi)
Track-Track Spacing (including guardband) 70 mils

System Signal-to-Noise Ratio (peak-peak/rms) 34 db

Scan Velocity 60 ips

Tape Width Y2 inch

Data Transfer Rate 10° bits/sec

Error Rate <t1in10°

AMPEX TERABIT MEMORY SYSTEM

Tape Capacity (3800 feet) 6 x 100 bits
Area Packing Density

(with redundant recording) 0.7 x 10° bits/in?

Bit Length 130 u inches
Track-Track Spacing (including guardband) 5.3 mil
System Signal-to-Noise Ratio (peak-peak/rms) 33.35db
Scan Velocity 1000 ips
Tape Width 2 inches

Data Transfer Rate
System Error Rate .
(redundant recording, error correction)

7 megabits/sec

<1in 10"
ESTIMATED MAGNETOOPTIC TAPE SYSTEM CHARACTERISTICS

Tape Capacity (3500 feet) 9.8 x 10"
Area Packing Density

(with redundant recording) - 6 x 10° bits/in?

Track-Track Spacing 500 w inches
Bit Length 160 u inches
Signal-to-Noise Ratio 32-35 db
Sean Velocity 1000 ips
Tape Width 2 inches

Data Transfer Rate 6 megabits/sec
Error Rate (estimated on basis of redundant
recording and correction codes)

Laser Power Required

Table Il

<1in10°
1.5 watts

time shorter than the time constant of the resonance.
Secondly, the modulator driver design places severe re-
quirements on circuit design. It must provide pulses of 300
v. with widths of 50 nsec. Repetition rate is equal to the
recording rate of the system. More recently modulators
without an appreciable piezoclectric effect have been con-
structed from ammonium dihydrogen phosphate crystals.

system performance

Two magnetooptic memory configurations, a disc ma-
chine and tape machine, are now being evaluated. Fig. 5
shows the tape system with the laser and modulator assem-
bly located on the left and the central control console in the
foreground. .

For the longitudinal Kerr effect with incident photon
rate, N; (photons/sec—equivalent to 2.5 X 108 photons/-
sec/watt @ 5000 &), the photo-induced current, 1, is

I = qRLN 6% + E + 2K4,] + i, ' (1)
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where q is the electronic charge

L is the optical system loss

7 is the detector’s quantum efficiency

#, is the analyser angle

E is the extinction ratio

K is the Kerr magnetooptic rotation angle

i, is the shot noise given by:

i, =v2qAtl (2)
To realize the optimum signal-to-noise ratio, the analyser
angle must satisfy the relation #2, > > E since the extinc-
tion coefficient admits light to the detector unrelated to
signal. The signal, S, is simply I (+K) — I (=K) so that the
ratio of peak-to-peak signal-to-rms noise is:

g — I(i_l()__l(_g), — 4K ‘/R

—_ - ——— ——““JN}“ (3)

i, v aqAfl ant
When a 5 um round spot with 30 mwatts of read power (N
=75 x 1015 photons/sec) is used in the system of Fig. 5, a
combined reflectance and lens loss product of 0.25, and a
detector quantum efficiency of 10%, vields a signal-to-noise
ratio of about 40 db into a 1 MHz bandwidth. Examination

Fig. 5. The magnetooptic read-laser beam record system.

of the spectral content of the photocurrent signal in Fig. 2b,
when using medium modulation readout, shows that only
50% of the signal appears in the data passband while 50%
remains baseband. Thus a signal-to-noise ratio of about 34
db is to be expected. Fig. 6 shows typical data readout of
bits recorded with the scanner system, with medium modu-
lation of 5 um round bits thermally recorded on a pliable
media. The signal-to-noisc ratio is well in excess of 30 db.

It is interesting to note that the signal-to-noise ratio in a
magnetooptic readout system decreases very slowly with
bandwidth because, as the bandwidth is increased (and
with it the scan velocity), more laser power may be used.
This partially offsets the deleterious effect of bandwidth
increase in equation 2. In fact, the signal-to-noise ratio
varies as Af*.

system readout

The intrinsic capabilities have been indicated above. In
practice, burst errors due generally to media imperfections
occur to limit data reliability. By recording the data in a
spatially redundant fashion, the data reliability may be
improved significantly at the price of a twofold reduction in
packing density and added scanner complexity. Finally, by
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use of error correction codes and by deletion of particularly
bad areas of the medium (thus losing perhaps 1% of the
tape), high data reliability may be achieved. The current
“best-guess” figures on data density and data reliability are
indicated in Table 11,

conclusions

Magnetcoptic readout-laser beam recording systems will
play an important role in future high density memory
storage applications. The memory system offers a practical
way to improve packing densities by substantially more
than an order of magnitude over commercially available
equipment. The memory system has no indigenous wear
problem, such as arises between head and medium in
conventional tape systems. Due to the slow decrement in
signal-to-noise ratio with increase in bandwidth, it is feasi-
ble to consider memory systems with data rates of 100

1

R il -

Ay

(b IOus/cm or 70pm/cm
Fig. 6. Readout signal of laser beam recorded bits.

megabits/sec, packing densities of 107 bits/inch?, while
maintaining a minimum signal-to-noise ratio of 25 db.

The available signal-to-noise ratio should produce an
acceptable digital error rate with no special correction.
However, the extent of burst error effects from imperfec-
tions and other sources has not been completely investi-
gated. At the present time, it appears that those burst errors
which occur exhibit behavior similar to those found in
magnetic tape.

Finally, as the cost of optical systems, and particularly
lasers, continues to decrease, such memory systems will
become economically feasible. u
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You can save
up to 40%

of manufacturer’s price

by dealing with

Business Computers, Inc.,
professionals in the
purchase, placement and
lease of used hardware.

BCl refurbishes 2nd and 3rd generation
equipment to like-new condition before
placing it. And our many years of EDP
experience enable us to select the most
economical system for a customer’s require-
ments. Our familiarity with complex instaliation
problems and maintenance agreements
protects our customers from hidden costs

- and inefficiencies. If you're -a seller, BCl is

the company to deal with because we
purchase outright, and our national contacts
and refurbishing capability mean we can
accept a varied assortment of equipment.

So if you're in the market for hardware, or you
want to sell some, contact:

‘Business Compuiers Inc.

10844 Shady Trail - Dallas, Texas 75220 - (214) 358-0235

ATLANTA « BOSTON « CHICAGO « NEW ORLEANS
NEW YORK ¢ SAN FRANCISCO
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Matrix or

The Printer.

It’'s made especially for the mini- or midi-computer and
CRT terminal user who can’t stand the inefficiency of
a 30 line-per-minute impact printer.

Or the cost of a high speed printer.

The new MATRIX SERIES non-impact printers from
Versatec fill an important gap in the EDP and communi-
cations field.

MATRIX 300 delivers 400 characters per second for
$5,500.

MATRIX 600 doubles the speed for $6,700.
You can list your most complex program in minutes.

Routine programs are handled in a jiffy.

The printer is silent, highly reliable, and produces
records of excellent quality. Graphics capability is of-
fered. MATRIX SERIES printers and plotters also find
applications in time sharing, batch processing and non-
EDP communications.

Output is printed as perfectly formed 5 x 7 dot-matrix
characters in 80 columns on 82 inch wide paper.

Intrigued?
Keep reading. We're not done yet.

Now-a $5,500; 300 line-per-minute printer
with fantastic systems capabilities.

* Quantity One. Excellent discounts available.



ultiplus

The System.

Every important breakthrough has its revolutionary ap-
plications.

The LSI circuit made possible a “computer in a
suitcase.”

The MATRIX electrostatic printer has created the
MULTIPLUS high speed distribution system.

Briefly, here’s the story.

Unlike impact printers, the greatest cost in a non-
impact printer is the electronics and not the printout
mechanism. Thus, MATRIX slave terminals can be made
available for $3,000 each or less depending on quan-
tity. The master printer, alone, contains most of the
electronics.

. '
TVERSATEC

With a MULTIPLUS system a newspaper can. get
copies of a fast breaking story direct from the wires to
a dozen desks — simultaneously! And economically.

A large production facility can reach any or all cor-
ners of its plant without using a messenger. Ditto a
brokerage firm. Ditto NASA (are you listening?).

In fact— we have the system, you tell us how to
use it.

For information on the new MATRIX SERIES print-
ers .'. . and on the MULTIPLUS system . . . contact
Versatec, 10100 Bubb Road, Cupertino, California 95014.
(408) 257-9900. See us at SJCC, booths 116 and 117

CIRCLE 68 ON READER CARD -



SOME NOTES
ON PORTABLE

carry over

APPLICATION SOFTWARE

by Trygve Reenskaug

These notes are based mainly upon experience
gained with the Autokon system for the design
of ships” hulls and their detail—the end product
being engineering drawings and tapes for n/c
flame-cutting machines. The first version of the system went
into operation for practical production at a shipyard in late
1963. It was built on the now popular concept of a central,
random access data base surrounded by about a dozen
independent application programs for various purposes.

The system is offered to shipyards as an appli-
cation package consisting of some 35,000 source cards
(rorTRAN) and 1000 pages of documentation. Our cus-
tomers have computers of varying manufacture, configura-
tions, and operating systems, and at present the programs
run on Univac 1107 (Exec 2), Burroughs B5500 (pr
Mcep), 1BM S/360-30 (pos) and 18M S/360-40 and 50 (pos
and os). Work is in progress for converting to Siemens
4004, Univac 1108 (Exec 8), 1cL. 1903A, cpc 1604 and cpc
3300. It is therefore important to us that the programs are
as portable as possible, consistent with reasonable effi-
ciency, so that work with conversion and maintenance is
minimized and reliability is kept as high as possible.

from one computer to another

We have tried three different methods for transferring the
programs from one computer to another: reprogramming,
generative coding, and use of high-level language.

Reprogramming. While the system was still written in
assembly language, it was reprogrammed twice due to
change of computers. Reprogramming was time-consuming,
expensive, boring, and prone to error. We will never do it
again if we can possibly avoid it.

Generative coding. This was attempted in 1963/64. We
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wanted something that could take the Autokon programs
which were written in some symbolic language, and convert
them to object code for any digital computer we fancied.
The problem was thus the inverse of ordinary compilation
where the source code is variable and the object computer
fixed. ' .

The solution chosen was based upon the marcroprocessor
of the Univac 1107 assembler Sleuth II. The Autokon
programs were described in a hierarchical structure of
macros. Machine-dependent macros were at the lowest
level only, describing operations for arithmetic, logic 1/0,
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and backing-store handling. The transition to a new com-
puter should then, theoretically, only involve the following
steps:

1. Redefinition of the machine-dependent, lowest-level
macros.

2. Assembly of astandard test program with these macros
included on the 1107, transferring the object deck
to the new computer for the actual test. This step to be
repeated until all new macros work according to speci-
fication.

3. Assembly of all Autokon programs on the 1107. Upon
transfer of the object deck to the new computer, the
system should be operative. .

We actually did transfer a small program to another
computer in this fashion, and wrote the complete Autokon
system in the macro language, running it on the 1107. The
scheme was dropped, however, despite its obvious advan-
tages of : good protection of the proprietary programs, auto-
matic updating of all versions when bugs were found in the
main body of the system, uniformity of installations; and so
on. The problem of generating relocatable object decks for
a new computer with an unknown operating system proved
to be larger than anticipated—relevant information being
well hidden in the manufacturer’s literature. Furthermore,
some computers, like the Burroughs B5500, have no binary
formats available to the user at all. The main consideration
at the time we dropped the scheme, however, was that it
would be quite unacceptable to customers to receive the
programs in object code only, this making it virtually im-
possible to make any corrections or modifications to the

programs at the installation without previous reassembly at

Oslo.

High-level language. The recognized wav today of

achieving portability is to use a standardized high-level
language. We are using FORTRAN, our first choice being the
FORTRAN 1V on the Univac 1107. Gradually, we have had to
restrict ourselves to USASI BASIC FORTRAN with two excep-
tions: line control shall be used in print statements, and Al-
formats are permitted for character handling purposes.
Even this restricted language has to be used with caution,
however. EQUIVALENCE between real and integer arrays has
given trouble on some computers, low precision in the
representation of REAL variables on others. Another source
of much confusion are the widely varying character sets and
character representations used both internally and external-
ly by the various manufacturers.

conversion

These are small details, however, compared to the con-
version work necessary on those parts of the programs
which are outside the scope of a Formula TrRanslator. These
parts have not been subject to standardization, and all a
supplier of software can do is to assume a “normal” environ-
ment for his FORTRAN programs and then try to simulate
this enviroriment as closely as possible on the various object
computers. In the terminology of Bemer! the parts are:

1. Identification

2. Environment

3. Data structure

4. Data procedure

In addition, we have something which should not be part
of the program at all: ‘

5. Segmentation

Identification. The rules for identifying programs and

1R. W. Bemer, “Straightening Out Programming Languagés.” A presenta.
tion to the 10th anniversary meeting of CODASYL, May, 1969.
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subprograms are different in different operating systems.
This has only caused small difficulties, however, since the
differences apply to control cards only.

Environment. The Autokon System requires certain in-
put, output, and backing-store facilities. For 1/0 we require
that three fixed FORTRAN unit numbers must correspond to
the card reader, card punch, and high-speed printer respec-
tively. Operating system assign cards have solved this prob-
lem so far, even though some systems have peculiar restric-
tions on the choice of FORTRAN unit numbers.

One of the major outputs from Autokon is, however,
paper tape for n/c machines. For some peculiar reason,
U.S. manufacturers do not give proper support for paper
tape equipment. The hardware cost is usually exorbitant,
and the documentation and software support poor or non-
existent. Every new installation entails a research project.
usually ending up with experimental programming to find
out how and if the equipment works. We have, for example,
still not found a satisfactory way of coupling a tape con-
trolled n/c machine to an M S/360.

The other part of the Autokon environment is the backing
store. The physical unit here may be a drum, a disc, or some
such device. The unit is to be accessed through an operat-
ing system which invariably has strong opinions as to how
the data base should be organized physically. Random
access with mixed block sizes is not a popular organization,
and we have had to do a considerable amount of converson
work for each new operating system.

Data structure. The data base is fundamental to the
whole system. Its structure and the layout of the various
records may not be modified without heavy penalty in
reprogramming of a large part of the system. The data base
is defined down to the bit level for all computers with
minimum 32 bits word length, and this has to be kept
identical in all installations. For machines with longer
words, this may lead to somewhat inefficient utilization of
the storage medium. We are therefore introducing some
variability of the packing of data, the variability being
governed by global parameters rather than generative cod-
ing, since standard rorTRAN unfortunately contains no
means of conditional compilation.

Data procedures. The communication between the data
base and the application programs is channeled through a
set of service routines. The function of these routines is to
store away records of data under their identifications, to
retrieve the data later when the same identification is
presented, and to reduce the number of disc transfers
through a dynamic core storage allocation scheme. The
service routines are not concerned with the contents of the
records, and they must put up with records of any length,
even exceeding the total core space.

The data base service routines are of course very sensitive
to changes both in hardware configuration and operating
system. An absolute requirement is, however, that this
variability is not propagated into the application programs.
Further, the service routines follow the same programming
conventions as ordinary application programs for minimum
transfer trouble. Portions which are particularly sensitive to
operating system changes, e.g;, BLOCK READ and BLOCK
WRITE, are isolated in small and simple subroutines. Even
with these precautions, however, the conversion work has
been considerable.

Segmentation. Partition of large programs is necessary on
large computers to make the programs run efficiently to-
gether with other programs, and on small computers. to
make them run at all. The whole effort towards portability
would come to nothing if segmentation statements had to
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be spread out within the FORTRAN procedures, making each
installation unique. Fortunately, we have only encountered
one operating system so far which required calls on an
overlay routine at various places in the program. We have
therefore been able to build up a standard card deck, giving
all other installations a dummy overlay routine which does
nothing.

The marketing of nontrivial application packages today
entails a large number of bigger and lesser problems which
are connected with the portability question. The scene of
computing is in utter confusion, with the very few really
accepted standards acting as solitary lights in the darkness.
The clearing of this mess would enable programs to be
moved from one installation to another with little or no
effort, making it possible to build up a real software manu-
facturing industry. This industry could well be the most
significant contributor to the satisfaction of the ever-increas-
ing demand for more software.

Clearly, true portability can only be attained through
standardization, irrespective of whether one uses program
generators or high-level language compilers to produce the
object code. Somehow, a standard interface has to be
established between the general computing tool on the one
hand, and the special application requirements on the
other. In the early days, the interface was placed between
hardware and software, but the variability of hardware
requirements and possibilities made standardization on this
level impractical. Today, the computing tool is usually
regarded as the combination of hardware and its operating
system and compilers, with languages like uUsasi Basic
FORTRAN being used at the interface.

If the interface shall remain at this level, however, lan-

_ guages for the other aspects of information processing must

also be standardized—notably languages for defining the
data bases. There is, however, no reason to choose English-
like languages for the portability interface. A high-level
language for machine-to-machine communication could be
devised where the emphasis would be on flexibility and
information content rather than readability.

conclusion

Knowing the relative ease with which new languages are
proposed, and the almost insurmountable obstacles to their
standardization and adoptign, the chances for obtaining a
comprehensive set of adopted standards for high-level lan-
guages seem very remote indeed. Standardization seems to
be progressing more rapidly in another field: that of data
communication. Information networks consisting of termi-
nals and computers of various types will soon be in general
use, the exchange of information being governed by well-
defined standards. This opens up another possibility for
interface between tool and application. The tool may be the
computer utility accepting the high-level languages, as far
as these are standardized, through the data communication
links. The application package may consist of programs for
the utility, as well as programs (or parts of them) for a
terminal computer, when these are not expressible in a
standard language or are more convenient to execute local-
ly. At the Central Institute, we plan to adopt this solution
for our next generation systems which will combine tech-
nical and management information handling capabilities.
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MAJOR OIL COMPANY
JOINS INPUT CAMPAIGN,

SOLVES TOUGH ONE FOR BANKS.

Most U.S. banks are struggling
with computer input problems
already solved by a number

of oil companies.

According to information
received at IU Headquarters,
techniques being used by the
oil industry could save banks
millions of dollars in data
preparation costs.

MONEY AND OIL

“We got into the banking prob-
lem because banks handle
lock-box accounting for us,” an
oil company EDP manager said.
“"We send out the statements

to our credit card holders, but
the payments go directly to

a bank post office box.

We decided to find out why

we could process charge tickets
and send out statements a lot
faster than banks could process
payments. We found out. We're
reading. They're keypunching.

"We cut a week from our
billing process when we traded
in keypunch machines for

an optical reading system from
Recognition Equipment.”

INTERNATIONAL SOLUTION

Sources at Recognition Equip-
ment Incorporated report that
the kind of reading equipment
being used by oil companies

is also cutting data preparation
costs at airlines, European
postal banks, credit card organ-
izations, and dozens of other
companies around the world.

“"About 175 million pieces

of paper are going through our
systems every week,” a Recog-
nition Equipment spokesman
said."That's more than all other
OCR systems in use combined.”

Recognition Equipment report-
edly has a number of reading
systems starting at about halfa
million dollars. All systems
incorporate the same basic tech-
nology. They read documents
justthe waythey come in—typed,
imprinted or handprinted.The
information is then recorded on

. magnetic tape in computer lan-

guage forimmediate processing.

“Every system we've installed
is saving more than it costs,”
a company representative said.

SIX APPLICATIONS

When asked about specific
bank applications, Recognition
Equipment said their equip-
ment could do at least half a
dozen jobs for banks in addition
to the payment processing.

“The most obvious is credit
card charge ticket processing,
since so many banks are going

in for credit cards. We can also
simplify a lot of jobs the banks
are now doing with MICR
encoders—debit and credit
memo processing, installment
loan payments, demand
deposits, new account records,
and so on. They could even
handprint amounts on deposit
and withdrawal slips right

at the teller's window for auto-
matic reading and processing.
And, for those forms that are
MICR encoded anyway,

our readers read MICR better
than MICR readers do.”

Bank data processing person-
nel interested in more detailed
information should write to
The Input Underground, P.O.
Box 5274, Dallas, Texas 75222.

' JOIN THE
INPUT UNDERGROUND.

PUBLISHED AS A PUBLIC SERVICE BY RECOGNITION EQUIPMENT INCORPORATED.
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The HETRA T-Series Remote Proc-
essing Terminal Systems are the
most powerful, flexible, and expand-
able family of programmable remote
terminals available today. We call
them the “character crunchers”
because they were designed spe-
cifically to handle, structure, and
manipulate alphanumeric data with-
in communication networks with a

HETRA

speed and efficiency not previously
obtainable on any remote terminal or
remote terminal system. The three
members of the T-Series line are
configured to perform, respectively;
conversational processing with re-
mote job entry; remote job entry
plus local processing; and remote
job entry plus local processing plus
data concentration. Prices for

the multi computer company

presents the

T-Series Remote Terminal

character crunchers

i
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T-Series Systemsbeginat$10,000.00.
We will be demonstrating the
T-Series in Atlantic City during the
SJCC (May 5-7) at the Marlboro
Blenheim Hotel. Come see us. To
obtain more information about the
T-Series Terminal Systems contact:
HETRA, P.O. Box 970, 1151 South
Eddie Allen Road, Melbourne, Flori-
da 32901. Telephone: (305) 723-7731.

HETRA
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WALL STREET

digital bulls & bears

AUTOMATION: A PRIMER

by George Schussel and Jack May

During the latter part of 1967, all of 1968, and
the early part of 1969, it was hard to pick up
any financial journal without reading an article
about the problems that stock brokerage firms
were having in the back-office processing of securities
orders. The front office is responsible for selling securities
and thereby generating a brokerage firm’s income, but the
back office provides the production capabilities to process
trades generated by the front office. Insufficient back-office
capabilities have caused grave crises for some brokerage
firms and for the securities industry as a whole in the last
couple of years. As an example, in September of 1969-the
Securities and Exchange Commission (sec) announced
that it had fined one of the largest brokerage houses
$150,000 for violations of sec regulations caused by the
firm’s back office in the preceding year.

The principal cause of the back-office problem is the
huge growth in securities trading since 1966. In 1965, the
New York Stock Exchange projected that an average trad-
ing volume of 10 million shares per day would be reached
by 1975; in fact, this figure was reached as early as 1967,
while double this volume (20 million share days on the
New York Stock Exchange) was not unusual in 1968.

The Exchanges and the individual brokerage firms were
not prepared for the fantastic surge in volume; their back
offices, which were responsible for processing the sales,
were primarily oriented towards manual methods and first-
or second-generation computer systems that could not be
easily modified to handle large additional volumes. As a
result, brokerage firms were far short of the number of
trained personnel needed to process all the paper work that
was generated; and those firms that did have automated
systems found that the computers were swamped.

Because business conditions in the securities industry
allow only a very limited time during which the processing
for the trade must occur, the additional volume of sales
could not simply be backlogged until a capability for han-
dling them appeared. Therefore, this large growth in vol-
ume resulted in several problems, many of which were
basically related to a large increase in errors. Brokerage
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house account books became quickly fouled up as securities,
trades, and cash were credited and debited to wrong ac-
counts. In the brokerage industry, one error of this sort has a
multiplier effect since it can cause several others to follow
quickly. For example, when a trade is put into a wrong
account, margin interest may be computed incorrectly for
both accounts, dividends are credited to the wrong custom-
er, and many other accounting records are similarly in error.
In addition to the increase in bookkeeping errors, the high
volume strained manpower resources to the limit. This
caused the time devoted to internal auditing to be sharply
reduced and resulted in an increase in the number of
securities misplaced.

The problem which perhaps received the most attention
was the fails problem. Once a trade is consummated, a
security has to be delivered by the seller to the buyer within
five working days. If it is not delivered by this settlement
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date, it becomes a fail-to-receive for the buying broker and
a fail-to-deliver for the selling broker. In short, the resulting
effect is that these securities have disappeared from the
system. The resulting snowballing effect can be illustrated
as follows:

Broker A sells 100 xyz at $20 per share to broker B and

fails to deliver. Broker B sells those shares to broker C,

and broker C to broker D. If none of the deliveries can be

made because of broker A’s fail, the number of uncom-
pleted transactions result in liabilities of $6,000 caused
by the initial $2,000 trade. Arithmetic like this resulted
in what has been estimated to be a total value of fails
outstanding of about $4.2 billion in December, 1968. If

~ the value of the xyz stock rose from $20 to $30 per share
and broker A still could not find the security, he would,
as a result, have to buy the security on the open market
for $3,000; but since he would only receive $2,000 in
return for delivering it to broker B, he would incur a loss
of $1,000. Multiplying the number of fails by this kind of
price increase—which was not uncommon during the
strong bull market of 1968—and the fails situation and
resulting losses became a national problem.

To alleviate these problems, the stock exchanges re-
duced the hours that they were open during the week in an
attempt to cut the trading volume and allow brokerage
firms to catch up on their paper work. Brokerage firms hired
more personnel, ordered new computer equipment, and the
various regulatory bodies (Securities and Exchange Com-
mission, Federal Reserve Board, New York Stock Exchange,
National Association of Securities Dealers, etc.) tightened
regulations in an attempt to prevent the fails situation from
destroying confidence in the securities exchange business.
As a result of these interim and costly measures, the cost of
business rose sharply and a few houses were taken over or
restricted by authorities in the amount of trading that they
could do.

As a general rule, the largest security houses weathered
the 1968 operations crisis better than the smaller firms
because their percentage growth was less and they had far
greater financial resources to draw on to alleviate the oper-
ations problem. An example of such a firm is Dean Witter &
Co., Inc., one of the three largest stock brokerage houses, as
measured by sales, in the United States. At the start of
1968, the Dean Witter back-office edp systems were largely
second generation, using a Control Data 8050 for com-
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munications and four 1BM computer systems: a 7074, a
360/30 and two 1401’s. All of this equipment was running
24 hours a day, seven days a week. Thus Dean Witter’s
management, looking towards the future, decided to design
a completely new, much more eflicient back-office system
built around the capabilities inherent in third-generation
equipment. It was determined that twin 1BM System/ 360
Model 50’s would be adequate to handle the processing
workload, so these machines were ordered and Informatics
Inc. was retained to help Dean Witter design a compre-
hensive, completely integrated, and totally automated back-
office system. The resulting system, when it becomes com-
pletely operational in the Summer of 1970, will be the first
(as known to the authors) completely third-generation
system to automate the entire back-office procedures of a
brokerage house.

automating a brokerage firm

Computerizing a brokerage back office can be analogized
to automating the entire production process of a major firm.
The brokerage function is primarily related to the handling
of information representing a very large dollar volume. Most
brokerage firms of any size have their business generated
by a number of geographically disbursed offices. There-
fore, the design of a brokerage automation system neces-
sarily encompasses various problems that are encountered
in a communications-oriented environment. Fortunately,
many of the functions that must be performed by a
back-office system are not real-time, because a period
of hours or days is allowed from the time data enters
the system before certain activities must be performed.
Therefore, some of the processing work of the system
has to be real-time and on-line in terms of accepting
data and transmission, but other functions of the system are
much more efficiently, and in some cases, necessarily, pro-
cessed in a batch-processing environment. The interaction
of the real-time and batch-processing modes on the same
computer system provides an interesting scheduling prob-
lem. ‘

The brokerage back-office system also has the character-
istics that many different functions in different program-
ming subsystems may be triggered by one activity or one
entry into the system. In addition, most of the system’s
functions are governed by the various regulations that have
been created by government, the exchanges, and the
brokerage houses. These regulations change often, so a
system has to be constructed in such a manner that it can
readily respond to changes.

In laying down the basic foundation for the new opera-
tions system, the first and possibly most difficult problem
was that it could not operate as a closed loop within the
Dean Witter organization. It had to interface with the stock
exchanges, clearing houses, and all other brokers, and there-
fore, the internal system had to be designed to be general
enough to interface effectively with outside operations of
many different types (for sometimes similar functions).

To give an example of some of the dp problems of the
brokerage industry which were encountered, we can cite
the following:

1. Dean Witter trades all securities handled by broker-
age firms and currently has an active file of over 35,000
such securities. Except for the common symbols of securities
listed on the New York and American Stock Exchanges
(less than 10% of the above) and a few over-the-counter
issues, there is no uniform number identifying a security. All
brokerage firms and clearing houses use different number-
ing systems making communications extremely difficult. In
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short, there is no unique way to identify all securities
common to the whole industry. (Hopefully this will be
alleviated in the future when the cusip numbering system
designed by the American Bankers Association is adopted
throughout the industry.)

2, There is no central depository for securities informa-
tion, such as dividend and tender announcements, tax
exemptions, and transfer agents; all of which are needed for
bookkeeping, billing, and handling purposes.

3. Procedures on the floor of the New York Stock Ex-
change permit specialists (those brokers making an orderly
market in certain securities) to execute trades for brokers
without returning to the broker certain key information
about the order. This information can include the order’s
internal sequence number which, if it were available would
simplify the process of matching the notice of the trade’s
execution to the order under automated techniques.

Many more such problems could be recounted here, but
basically the problem of automating back-office operations
in the Wall Street environment is one of subjecting to dp
techniques an extremely large, legally complex, and man-
ually involved system that has grown up through the years
without any regard to processes for making the system
tractable to machine operations, or without any really effec-
tive technique of enforcing uniformity on over-all opera-
tions.

the brokerage back office

To describe how the back office (or “operations™) func-
tions, it is instructional to follow a trade from its inception
to its culmination, and to note all of the resulting effects on
the various departments of the back office. This description
is simplified for the sake of brevity and ease of understand-
ing. In “real life” there are many exceptions to the flow
given below.

A trade usually originates with the customer’s account
executive at a branch office of the brokerage firm. The
account executive fills out a form indicating the customer’s
account number, the side (buy or sell), the security name
or symbol, the quantity of shares, the price basis (trade at
the market price or a specific price), and miscellaneous
information that may be necessary for certain types of
trades. Once this is completed, the order is turned over to
the back office, which then has complete responsibility for
processing, recording, and reporting the transaction.

Most large brokerage houses have communication sys-
tems for transmitting orders from branch offices to the
appropriate location where the securities are traded. In
most cases, this is the floor of the New York or American
Stock Exchange; but for over-the-counter securities, most
bonds, and securities traded on regional stock exchanges,
this may be company installations in New York or other
cities.

If the stock is traded on an exchange, the buy or sell
order is transmitted to the exchange floor by the brokerage
firm. As orders are received by a firm’s telephone clerk in his
booth beside the trading floor, he signals his firm’s floor
member on the annunciator boards by pushing a button
next to his phone. The member then goes immediately to
the booth. Each stock is traded at a particular place on the
floor. All buy and sell orders for a particular stock are
funneled through floor members of the brokerage firms to
this post, where the trade is consummated, and a record of
the transaction is published on the ticker tape.

When an order is executed, a wire is sent by the firm’s
floor representative to the originating branch office, giving
the side (buy or sell), security name or symbol, quantity of
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shares, price per share, executing broker (broker who acted
for the firm), and opposing broker (broker from whom the
security was bought or sold). Conspicuously missing is the
account number of the customer, since the source document
for the execution is not necessarily the original order.

internal structure

The order department, which receives copies of all order
and execution wires, is responsible for monitoring the sys-
tem, making sure that all orders are executed properly, and
matching and validating the orders to their corresponding
executions (there may be more than one execution per
order; e.g., an order to buy 300 xyz at the market price may
be executed as 200 xyz purchased at 10% and 100 xvz
bought at 10%). These matched orders are then called
trades, since they now contain all the necessary information
for all accounting and paper work that takes place later.

The purchases and sales (P & S) department (or section
of an automated system) is responsible for “figuring the
trade”; that is, computing the principal, commission, taxes,
fees, and net amount for the particular transaction; record-
ing the trade; and officially notifying the principals of the
consummation of the trade. A written confirmation is sent to
the customer for each trade, informing him of all the
pertinent information about the trade, especially the
amounts of money involved. This is equivalent to an invoice
for buy trades and a credit memo for sale trades. The trade
blotter is prepared, containing a tabulation of all the day’s
trades for reference. Other blotters, subsets of the trade
blotter, are also prepared. They can consist, for example, of
all trades in bonds or mutual funds, or trades for a particular
branch office or a series of branch offices, and are used for
reference by the specific department or office for whom
they are prepared. -

The P & S department is also responsible for verifying the
trade with the opposing broker or the appropriate stock
clearing corporation (this is called the street side of the
trade). Securities that trade on the New York or American
Exchanges, and some over-the-counter securities, are settled
through clearing houses. The P & S department informs the
clearing houses of all trades in the securities they handle.
The clearing house matches the buys with the sells from all
brokerage houses and then prepares “balance orders” which
inform the brokerage houses as to which other brokerage
houses to settle the trade with (these houses may be different
from the opposing brokers involved in the original trades;
e.g., brokerage house 1 buys 200 xyz from house 2 and sells
300 xvz to house 3; maybe it is told by the clearing house to
deliver 100 xyz to brokerage house 4, as a result of all the
day’s trading in xyz. Also, the clearing houses note any
discrepancies in trades (the brokerage houses may disagree
as to price, quantity, etc.). Trades not handled by clearing
houses are verified directly to the opposing broker.

Some brokerage firms maintain special records on all
trades between trade date and settlement date. On settle-
ment date, payment is made for the trade and the physical
securities are delivered. For most trades, settlement date is
five working days after the day the trade occurred. During
the period between trade and settlement date, it is possible
to correct trades that were entered incorrectly before they
hit the books. These corrections are usually generated as a
result of research based on inquiries from customers re-
garding their confirmations, brokers regarding their com-
parisons, and from clearing house reports showing mis-
matched trades.

The cashier’s department, or cage, is responsible for
settling the trade on the street side. It receives or delivers
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Information storage and retrieval
moved into a new era with Standard’s
Time Sharing associative file system, an
exclusive retrieval system which allows
the user to call files with remarkably
loose, associative directions. “Get me
everything with x, y and z.” or “Get me
everything with both a and b but no r.”

ing with x, v and z."

You'll get it when you need it. All of it.

This is the IC-7000, a fourth genera-
tion interactive time sharing computer
which is by no small chance the best
large volume information storage and
retrieval system available. It is ideally
suited to handle a tremendous volume
of information needed on demand with

" total accuracy in a handful or hundreds
of locations, on-line in real time. The
IC-7000’s tremendous flexibility allows
terminal hook-ups to TTY, CRT, Select-
ric, Concentrators and other computers.

At the core of the system, up to 256K
36-bit words. Virtually unlimited disk
storage. File security available in three




Logically, a function of time.

levels, the Top Secret impenetrable even’

to the system programmer. No other
security system can match it.

When you have a volatile file with
steady demands for the last word in
accurate, up-to-the-instant information
from a number of remote locations, it
pays to get it in time. For complete sy

tems information and pricing/leasing
schedules, contact Bill Otterson, Vice
President of Marketing or call any
Standard Computer District Office:
Boston: (617) 891-5083; Chicago: (312)
247-4530; Denver: (303) 279-4912; Los
Angeles: (213) 387-5267; Minneapolis:
(612)926-0706; New York: (212)661-1834.

Standard Computer Corporation
633 E. Young Street
Santa Ana, California 92705

Standard Computer

CIRCLE 214 ON READER CARD
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‘the securities from one owner to another, and is responsible
for borrowing or lending securities for short sales and
working capital. In short, the cashier’s department has
physical custody of all securities and handles all securities
movements.

The margin department (which is sometimes called the
bookkeeping, or credit, or computer records, department) is
responsible for recording all transactions by account. The
margin department performs the function of customer ac-
counting and therefore is usually the most vital link in a
back-office system. All customers have account numbers, as
do other brokers (fail accounts, borrow accounts, loan
accounts). There are also house accounts, for items like
dividends, taxes, profits, commissions, vaults (where se-
curities are kept, called boxes), and so on. The accounts
contain the current cash balances and positions in
securities.

It is customary for brokerage houses to lend money to
customers for buyving securities. This is called “buying on
margin,” and is regulated by government and stock ex-
change rules. The margin department takes the role of a
credit department with regard to margin transactions, and
is responsible for determining whether the collateral (the
securities themselves) is sufficient for the money lent to the
customer. This is not a simple task because the value of
securities may vary extensively in an active market and the
holdings of a customer may change significantly if he does a
great deal of trading. Thus, the margin department must be
aware of the current status of every account.

The stock record department is responsible for maintain-

ing an accurate record of all securities in the possession of the .

brokerage house. For each customer position, there must be
a corresponding house position. For example, if a customer
buys 100 shares of xyz, he is debited this position. There is a
corresponding credit position of 100 shares in a house
account; for example, the box (vault), if that is where the
securities are located, or a broker fail account if the broker
failed to deliver the securities on settlement date. This
record is maintained by security, giving a picture of the
holders and locations of all securities at a glance.

The dividend department, which in some firms is part of
the cashier’s department, processes all cash dividends, stock
dividends, stock splits, and bond interest. These payments,
in cash or stock, come from the corporations declaring the
dividends, and must be allocated to all the holders of the
securities. The dividend department must make sure that
the number of shares (or bonds) on the corporation’s books,
as being in the name of the brokerage house, match the
number on its own books.

Finally, statements must be sent to all customers. These
statements accumulate and list all the activity occurring in
the account for a period of one month. They contain all
trades, payments, adjustments, deliveries of securities,
dividends, interest—evervthing that affects the cash balance
or security position of the account. The statement also
contains the closing balance and positions, reflecting the
account’s status at month’s end.

system background
" For automating this large data processing problem, In-
formatics and Dean Witter developed a four-stage plan for
implementation.

Phase 1 called for a completely new communications and
back-office accounting system, tailor-made ‘- for third-

generation hardware. The specific goals of phase 1
included: V
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1. Reduction of the manual workload in the back office
as much as possible. '

2. Minimization of the number of incorrect transactions
entering the system.

3. Prompt detection of the errors that do enter the
system; data to be supplied to indicate the source of each
error, allowing for quick correction.

4. Reduction of the workload in the cashier’s
department. '

5. A system design anticipating future developments
both in the brokerage industry and in computer technology
in order to be continually effective and avoid early obso-
lescense.

Phase 2 called for the use of advanced on-line techniques
for communications, order processing, and operation of the
cashier’s department, plus the addition of a greater number
of management reporting functions.

Phase 3 called for an on-line inquiry and processing
system for all phases of the back office, including immediate
updating of all accounts.

Phase 4 called for the addition to the system of inquiry,

‘management reporting, and processing facilities for the

front office, including both research and sales support
functions.

The result of the above four phases is a totally integrated
and expandable. brokerage information system utilizing
random-access storage and on-line terminal-oriented pro-
cessing techniques that will have cost well over $1 million
for the software development alone. '

The objectives of the four-step approach were to permit:

1. Early development and installation of system
capabilities.

2. Minimum disruption and reprogramming as the sys-
tem evolved through the four phases.

3. Maximum reliability, backup, and cost effectiveness as
a result of phased hardware procurement and upgrading.

4. Modularity and expandability.

5. Comprehensiveness.

6. Realizable goals.

In the early stages, the objective was to automate in a
fully compatible and integrated fashion the basic batch
processing-oriented bookkeeping function. The later phases
bring on the real-time systems to support on-line cage
functions and order processing.

The final system will allow the execution message of a
trade to trigger the trade’s complete processing without
human intervention. The execution will be matched to the
proper order; commission, taxes, and fees will be computed;
confirmations will be sent out; and all other tasks associated
with-purchases and sales will be performed. The customer’s
account will be updated and the trade stored in the com-
puting system for future processing by fails, bookkeeping,
stock record, transfers, dividends and statements—all
automatically.

" software and hardware

The problem of choosing a programming language for
the coding was relatively straightforward to solve. The
computers for the application were manufactured by 1By,
and, therefore, a choice limited to FORTRAN, PL/1, COBOL, Or
basic assembler language seemed to be most reasonable for
a large-scale system of this type. Within the system itself,
there are two distinctly different types of environments.
One very important part of the system involves real-time, on-
line processing, including message switching, order trans-
mission, and the processing of any inquiries that need real-
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time response. The bulk of the system, however, is more of a
standard batch-oriented, data processing problem, involv-
ing the construction of transaction files which are passed
against master files for updating and report-generation
purposes.

The re-entrant nature of the code and the efficiency
needed for the on-line part of the system required assembly
languages to be used. pL/1 could have been used but its
efficiency is very low.

The remainder of the system, involving the great bulk of
coding and use of large disc files, was a dp effort of great
magnitude. To implement it using an assembler language
was considered excessive in cost, and would have resulted
in more difficult maintenance problems (over 100,000 lines
of source code in a problem-oriented language were
needed). FORTRAN was eliminated due to its lack of orienta-
tion toward file processing and report generation.

Thus, the selection had to be either coBoL or pL/1. PL/1
was ruled out because its disadvantages in poor running
time and wasteful, ineffective use of core storage out-
weighed such advantages as flexibility and re-enterable
object code. Meanwhile, coBoL had the advantage of being
largely self-documenting and of being known by most dp
programmers. Thus, coBoL was the language choice for the
New Operations System.

Phase 1, the interim capability, was split into two stages.
Stage 1 was the installation of a new message-switching
system, during the middle of October, 1969. It was decided
to utilize the 1M Bccap (Brokerage Communication)
package for the System/360 Model 50, extensively modified
by Informatics in order to allow effective multiprogram-
ming and to allow on-line data capture of items that would
otherwise require keypunching to enter the system. Bccap
took over all message-switching and order-processing func-
tions that were handled by a Control Data 8050 system.
Because of the importance of communications, the Model
50 is backed up by another Model 50 which is used for the
back-office processing and accounting portion of the New
Operations System.

Stage 2 encompassed the implementation in coBoL of all
back-office processing utilizing the two 1BM System/360
Model 50’s. This part of the system runs under os/aFT2
and automates the following functions in a batch environ-
ment: (1) purchases and sales; (2) fails and stocks bor-
- rowed & loaned; (3) margin (bookkeeping); (4) stock
record; (5) transfer; (6) dividends; and (7) monthly
statements.

system specifications

Fig. 1 is a generalized flow chart of the entire phase 1
system, showing only the mainline programs. There are
additional reports and communications programs associated
with many of the modules shown in the diagram.

A detailed description of the various programs and the
functions that they perform is far too lengthy to be pre-
sented here. For example, the system design specification
report alone comprised over 1,200 pages. However, out of
the very large number of programs and automated func-
tions that are required to support a brokerage house back
office, several function areas stand out as being most
important.

Communications and order processing. The order pro-
cessing and communications function is essential to the
operation of a brokerage house. The firm cannot function
without communicating orders from branch offices to the
traders. As mentioned before, Bccar was chosen as a basis
for the communications and order processing for phase 1 of

April 1970

the system. Basic 1M Bccap performs the following
functions:

1. Validates and routes all orders for securities to their
proper location for execution.

2. Logs and switches all messages between terminals.

3. Provides hard copy of all messages sent.

AN

BCCAP ORDER

—

PROCESSING & MARGIN |
COMMUNICATIONS
ASSOCIATED --ﬁ%
PROCESSING
(PURCHASES & MARGIN il
SALES)
P &S PENDING STOCK RECORD
P & S REPORT
GENERATOR TRANSFERS
CONFIRMATIONS &
NAME & ADDRESS DIVIDENDS
UPDATE
CARD
o] MARGIN EDIT PULL JOURNAL
FAILS STATEMENTS

I

Fig. 1. Program flow.

These functions are necessary but far from sufficient for
meeting the standards for a third-generation system. Bccap
was modified extensively to validate, capture, and output in
a fixed format the following types of messages:

1. Orders

2. Order executions.

3. Movements of cash in the firm.

4. Movements of securities in the field.

5. Name, address, and other customer control and in-
formation changes. ‘

The system requires wire operators in the field to input
messages in a fixed format. This data is then entered
automatically into the back-office accounting system, elimi-
nating the current need to keypunch all of the same hard-
copy data produced by the message switch.

In almost all currently operating brokerage systems,
cards are the basic source of all input. In the third-genera-
tion system, whereas cards will still be a source of input to
data bases, much incoming data is taken directly from
communication lines and stored on magnetic tape or disc
files. This is a useful capability since all remote data is
eventually channeled through the communications system.
Obviously, an intermediate hard-copy output and then a re-
keypunching of this same data is an inefficient process.

The BccaP communications system operates during the
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Of the three

fastest memories,
we make two.

The hottest new thing in memories these days is plated
wire. We suspect that a number of outfits are working on
them. But we’re already producing them.

The one at the bottom is designed for use in nondestructive
readout memory systems having read cycle times of 150
nanoseconds or less and write cycle times of 300 nanoseconds.

The other one is our new 14 mil core memory. With a 250
nanosecond full cycle time, it’s the most agile core memory
around. If you don’t believe it, just ask.

While you're at it, ask about our printed circuits, too.
You'll find out we’ve made more complex printed circuits than
anyone else. Including flexible circuits. And multilayer boards
with electrical characteristics so finely controllable they can be
used as electronic components.

If you also happen to be in the market for control
computers, we’ll tell you all about MAC 16. We make all the
major parts that go into it, so that alone makes us unique
among mini computer manufacturers.

Competition in the data products business is tough. For

nine years we’ve been running hard. All of a sudden,
we can’t see anyone in front of us.

Lockheed Electronics

Data Products Division
A Division of Lockheed Aircraft Corporation
6201 E. Randolph St., Los Angeles, California 90022
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WALL STREET AUTOMATION ...

daytime hours for the purpose of message switching and
automatic data capture, and during this time period, it routes
and prints all messages and prepares two output files of the
day’s formatted message activity to be processed by the
New Operations System.

The order matching process is one of the more interesting
aspects in the processing of an order. After an order for a
listed stock is placed, it is wired to the floor of the New York
or American Stock Exchange by the brokerage house com-
munications system, which also sends a copy of the order to
the firm’s order room. Fig. 2 is an example of such an order

STOCK BROKER & CO. INC.

CH 015 SB BO(Z“H
LA 26
XYZ
BUY

300 XYZ 55 Y%
GTC

90-24631-0 46
031410301030

3001 3002 3003 3004 3005

Fig. 2. Stock order.

as it would be printed on a Teletype at any brokerage firm’s
booth on the floor. The data on an order includes the
following items and illustrative examples:

Originating branch office (LA)
Sequence number of the order (26)
Buy/sell indication (BUY)
Quantity (300)
Security symbol (XYZ)
Price basis (55%) .

Time in force (GTC)
Account number (90-24631-0)
Account executive (46)

The system goes on to add the date and time of the order.
Other control information, including special handling in-
structions, may be present on the order but are not neces-
sary for this discussion.

The price basis for an order may be kT for a buy or sell
at the market price; a limit price as shown in the above
example (which means the customer does not wish to buy
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until the price falls, or sell until the price rises); or a stop
price (stP price), which means the customer wishes to stop
a loss by selling if the price goes down to the number given,
or by buying if the price goes up to the number given. A
combination of stop and limit orders is also allowed. The
time in force can be pay—good for one day; cTc—good until
cancelled, or good until a particular date, or for a particular
date, or for a particular period of time. If the time in force is
left out, the order is assumed to be for one day.

If the order can be executed by the floor broker of the
brokerage house, he will execute it and scribble the price, or
prices, and the broker, or brokers, from whom he purchased
the securities onto the order. He will circle his own (execut-
ing broker) number at the bottom of the order slip.

This information is transmitted back to the branch office
from the floor of the exchange as an execution message with
a copy being dropped off in the order room. Fig. 3 is an

example.

The execution message contains the following data:
Branch office (LA)
Order sequence number (26)
Bought/sold indication (BOT)
Quantity (100)
Security symbol (XYZ)
Price executed at (55)
Executing broker (3001)
Opposing broker ~ (ML)

The system also adds the date and time.
Notice that the information on the execution message is

LA 26
BOT

100 XYZ 55
3001 ML

Fig. 3. Order execution message.

not exactly comparable to that on the order. Most signifi-
cantly, the price, the executing broker, and opposing broker
are identified in the execution message, while the account
number and account executive are left off the execution
message although they appeared on the order.

Under a standard, manual order-matching system, the
orders are placed in cubbyholes according to the security
symbol. When the execution is received, the cubbyhole is
searched for the proper order and the price, quantity, and
brokers are written onto the order. It is then sent to key-
punching as a trade. This data, plus the data in the security
master and name & address master files, is necessary and
adequate for all further calculations relating to the trade.

The automated order-matching system, on the other
hand, records all orders on random-access devices and
contains logic which enables an automated match of can-
cellations, executions, or partial executions, to the stored
order. The matched trades are then sent on, in the auto-
mated system, to the figuration run. Of course, extensive
validation procedures, as well as inquiry and correction
facilities, are required to control orders and executions that
might be improperly entered into the system.

If everything ran smoothly, order matching would be a
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very simple application problem. The date, branch office,
and sequence number of the execution would be used to
locate the matching order; quantity, security symbol, and
price would be used for validation. However, a problem
exists when orders are executed by brokers other than those
of the brokerage houses. This occurs when the “home”
broker is too busy and gives the order to a “two-dollar
broker” or when the trade must be executed by a specialist
because the limit or stop price is not close enough to the
market price. In these situations, the brokerage house does
not always get the original order back; instead, it receives a
similar piece of paper on the executing broker’s stationery.

Such trades on the New York Stock Exchange do not
necessarily contain both the originating branch office and
sequence numbers. Therefore, in these cases the execution
must be matched on the basis of security symbol, and there
is a problem of not being able to guarantee an exact match
if two similar orders have been placed. One way to solve
this problem is to chain all orders for a particular security
together and search for the first order (on the basis of time
entered) that meets the proper criteria. From a computer
point of view, this may be a time-consuming operation, and
results in the possibility of ambiguous situations which
require human intervention to straighten out.

The remainder of back-office processing can be split into
two general areas:

1. Trade activity (purchases and sales).

2. Record-keeping activity.

The two files prepared by the communications system
correlate to these functions. One file (P & S) contains
orders, executions, and name and address data, while the
other (record keeping) contains cash and stock movements.

purchases and sales

The purchases and sales (P & S) portion of the back-
office system is like the billing or invoicing function in an
ordinary business. In most brokerage firms, the purchase
and sales functions also support the cashier’s department,
since trading activity generates the movement of cash and
stock.

After input handling and validation, the most important

function handled by purchases and sales is the order
matching. The Bccap file of orders-and-executes is read in
time sequence. When an order is encountered, it is recorded
on disc as an unexecuted order. The file of unexecuted
orders is continually matched against the incoming stream
of executed orders. Once the appropriate order request has
been found and matched off against the order execution,
the trade is considered to be matched, and this important
requirement is satisfied.
. This system only performs automatic order matching for
trades on the New York or American Stock Exchanges
(which constitute most of the brokerage house’s business).
Order matching is performed several times each day, as the
incoming data accumulates, to allow detection of invalid
items early enough to provide for correction and re-entry
into the system.

During a later phase, the system will be modified to
provide expanded security-identification symbols for
matching more trades and operation in a real-time, on-line
environment. This will result in a far more efficient system
because it will permit much earlier detection and therefore
easier correction of bad data.

The purchases and sales subsystem also performs trade
figuration, the computation of commission, taxes, fees, and
any other miscellaneous charges for the trade, using al-
gorithms and tables based on regulations and policies of
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federal, state, stock exchange, and brokerage house authori-
ties. These values are then passed on for further processing
by the system.

The trade figuration is batched and run after the com-
munication transmission cutoff time because of the require-
ments that some trade calculations are to be dependent
upon other trades, either for a single account or for an
individual security within a single account.

The pending portion of the P & S system initiates all
reporting of trades. On trade date, report records are gen-
erated for all trades and sent to the P & S report generator
and the P & S confirmation run for printing. The pending
run determines the number and types of reports to be:
produced, based upon the nature of the trade (e.g., a bond
blotter record is sent only for bond trades, while a confirma-
tion record is sent for all trades). One of the chief concerns
of pending processing is to keep track of security trades
(and trade corrections) between trade date and settlement
date. During the five-day period between the trade and
settlement date, both the customer and broker are given
written confirmations of the transaction. If an error in the
trade is detected as a result of this procedure, an appro-
priate adjustment can be made prior to the settlement date
of the trade to prevent erroneous information from entering
the brokerage house’s customer books.

The pending run is also the interface between the pur-
chases and sales and record-keeping functions of the sys-
tem; and initiates data into all customer and street side
accounts. For customer accounts, trade data is sent on both
trade and settlement date, the former to give the system an
advance picture of the account after the trade.settles, and
the latter to perform the actual bookkeeping operation. Fig. .
4 shows the flow of trades through the P & S system.

The P & S report generator prepares some fifteen reports,
including the trade blotter (all of the day’s trades), division -
blotter (trades by divisional offices), exchange blotter
(trades by exchange traded on), foreign security blotter,
bond blotter, etc. It also maintains the allocation of trade
income by salesman and office so that income may be
apportioned and commissions paid on a monthly basis.

The confirmation run is another report generator, but it is
a separate processing step because of its high priority. Since
the confirmation is the customer’s invoice, it is important
that he receive it as soon as possible in order that the
brokerage house receive payment prior to settlement date.
In fact, the speed of payment has a significant effect on the

day-to- clhy cash flow position of the brokerage house. The
task of updating the name and address file is part of the
confirmation run, and assures that the most recent mailing
information is available for the customer. The confirmation
contains the customer’s name and address (from the name
and address file), the description of the trade (from order
matching), the amounts of money involved in the trade
(from figuration), and instructions for payment (name and
address control information). Confirmations for customers
outside of the eastern United States are teleprocessed to
high-speed line printers in Chicago, Los Angeles, and San
Francisco immediately after Bccap is shut down. At these
regional locations, the confirmations are burst and placed in
window envelopes for mailing, greatly improving the de-
livery time to customers compared to nationwide mailing
from New York.

record keeping

The margin program of the bookkeeping subsystem is
considered the heart line or the most important functional
program of a brokerage back-office operation.
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All the bookkeeping activity of the day is input to this
run. This includes stock and cash movements (from com-
munication and cards via margin edit), trades (from pend-
ing), “swings —activity resulting from changes in the
names and/or numbers of securities (from stock record),
and dividends credited and paid (from dividends). In

EDIT /
ORDER MATCH

FIGURATION
/ REPORTS
PENDING = CONFIRMATION
' \ PENDING FILE
MARGIN

Fig. 4. Trade data flow.

addition, a file of current closing prices of active securities is

entered into the system for the purpose of valuing accounts. .

Fig. 5 shows the flow of this input through the bookkeeping
system. i

Prior to the start of margin processing, this same input is
processed by the fail run, where it controls the two subsidi-
ary files of detail transactions—the fail file and stock bor-
rowed & loaned file.

Because a lack of tight control on fails can easily lead to
financial losses, the fails system has to be extremely tightly
constructed, with an ability’' to respond readily and
generate management information that is both accurate and
current. In the early processing for fails (in the pending
run), a determination is made as to whether securities will
be handled through a clearing house, or not. This is based
on the type of trade and where it was executed. If the item
is a clearing house trade, balance cards (punched cards)
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will be received from the clearing house and will indicate
from (to) whom the receipt (delivery) will be made;
otherwise, the trade will be settled with the opposing
broker, and the fail will be generated automatically by the
system.

The processing of fails is separated into three major
parts:

1. The first part is the fail-update run, which includes
the maintenance of a fail master file, and the preparation of
detail fail-activity input for margin processing.

N/ |

PENDING

MARGIN EDIT

FAILS

IN3IWIAOW HSYD
INIWIAOW ¥O01S
S3avyl
SAN3IAIAIT HSVD
SAN3QIAIQ ¥201S
SONIMS

ALLACTIVITY

STATEMENTS MARGIN

NOILY934D3S
S3avil
SONIMS

INIWIAOW ¥O01S
SAN3AIAIQ ¥O0LS] -

SWING™

STOCK RECORD

SAN3IAIAIQ
¥04
SNOILISOd | .
%0018

CASH DIVIDENDS {
STOCK DIVIDENDS

DIVIDENDS

*GENERATED BY SWING REQUEST INPUT
1GENERATED BY DIVIDEND REQUEST INPUT

Fig. 5. Bookkeeping flow.

9. The second part is called fail balancing, which per-
forms the function of balancing the money value of securi-
ties received and delivered by the brokerage firm, from and
to the clearing houses.

3. The third part, fail reporting, produces all of the fail
and stock borrowed & loaned reports needed for research
and control purposes, as well as any of the reports required
by outside agencies such as the New York Stock Exchange
or National Association of Securities Dealers.

The fails processing system centers around a master file
which is updated daily. The day’s activities in the cage are
matched to individual entries on the file (cleanups), and
new entries (new fails) from trades that were executed
earlier, but are settled now, are also used to update the
master file.

The input of activity in the cage for the phase 1 design is
off-line. The later phases of the system will change this
inventory management from a batch-oriented subsystem to
a real-time, on-line system that is more intimately tied to
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communications access to various data bases and the use of
display terminals.

As soon as the updating of the detail fails and stock
borrowed & loaned subsidiary files has been completed, the
margin (or bookkeeping) processing phase begins. The
day’s activity is used to update the two margin master files,
the money balance file, and the security holders file—the
combination of which constitutes the basic books of a
brokerage house. The money balance file contains data
relating to money, equity, market value, buying power, etc.,
of the account, as well as customer control information;
while the security holders file contains a record of the
positions in securities for each account. :

The margin processing system is primarily responsible for
updating the customer books of the company and determin-
ing whether transactions adhere to rules of the varigus
regulatory agencies, including the Federal Reserve Board,
the New York Stock Exchange, and, of course, the policies
of the brokerage house itself. Some of these rules can be
quite complicated and change relatively often. The system
reports all violations or potential violations, and monitors
the removal of these anomalies.

The margin processing system is divided into two main
phases, margin I and margin II-plus a margin report
generator. Margin I accepts the daily transaction files and
passes them against the two margin master files to produce
an updated money and security position record. Margin 11
then processes the interim margin master files and produces
completely updated master files, report files, and activity
output for follow-on portions of the system.

About a dozen reports are generated each day by the
margin system. Among the most important are the: (1)
daily margin printout; (2) delinquent report; (3) account
executive report; and (4) overdue cash report.-

The daily margin printout is the largest and most impor-
tant produced by the system. For each account having
activity, this report shows the opening and closing balances,
the positions, and the day’s activities. In the Dean Witter
system, these reports dare wired to remote printers in Chica-
go, Los Angeles, and San Francisco, in addition to being

printed locally in New York. This allows Dean Witter’s.

margin departments to have up-to-date status reports on
every customer’s account, .

The delinquent report is transmitted daily to regional
offices and contains all violations and exceptional items to
be drawn to the attention of the margin department; while
the account executive report is a one-line message trans-
mitted over the communications system to account execu-
tives at the branch offices, describing balances and buying
power for all accounts selected by the account executives.
The overdue cash report is wired to all branch offices and
indicates those customers who have an outstanding obliga-
tion to pay funds to the brokerage house. This data is used
by account executives to monitor the status of their custom-
er’s accounts, »

The progression of margin processing through its final
phase causes the following output files to be produced for
further processing by other parts of the system:

1. A daily statement detail file (to statement process-
ing).

2. A daily transaction detail file (to stock record
processing) . '

3. A monthly interest file (to purchases & sales
reporting).

 After margin processing, several other systems process
the data and generate reports. The stock record subsystem
is responsible for keeping track of all securities for which
the firm has responsibility. These securities are owned by
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Dean Witter’s customers or by Dean Witter itself. They are
located in vaults (boxes) at various Dean Witter offices, in
transfer (from Dean Witter's name or to Dean Witter’s
name), owed to Dean Witter by other brokers, and so on.
The stock record master file contains the locations of the
certificates in security sequence to give the total picture of
the status of any given security at any particular time. The
stock record system prepares transactions deleting old posi-
tions and adding new positions as a result of mergers,
changes of name, and any other organizational changes of
companies that affect customer holdings. These transac-
tions, called security swings, update the bookkeeping files
and the stock record master file on the next day.

Stock record also prepares the basic information for
dividends processing. When dividends are declared, pay-
ments are made to Dean Witter for all securities held in
house name; however, most of these securities are really
owned by customers, and the payments must be passed on
to each customer in proportion to the number of shares of
the security in his account. The stock record run has this
information in its master file and passes it to dividends
processing.

Dividends processing computes dividends, prepares
dividend checks and notices for customers, prepares book-
keeping entries for margin processing, withholds taxes on
dividends, controls “due bills” from and to other brokers for
stock on loan or failed on, maintains an overpayment/un-
derpayment file for dividend payments that do not correlate
exactly to its own record, and prepares operational reports
for the use of dividend department personnel.

In the logical flow of the system, the final run is state-
ments. Statements are produced periodically, showing the
activity and status of all customers. Although such state-
ments may be as infrequent as quarterly, most brokerage
firms produce the statements monthly. This run essentially
merges all of the detail activity from the margin-processing
system with the closing balances and positions, creating
statements for all customers. It is the most time-consuming
process in the system because of the large amount of
printing required. The run also accumulates tax information
for reporting to the customer and the government at year-
end.

conclusion

This article has described some aspects of back-office
brokerage operations, and parts of one major project to
automate these functions. Besides being used in back
offices, computers are automating many different activities

" on Wall Street at this time. The Exchanges themselves have

developed large computer capabilities and have automated
communication nets to expedite the flow of information.
Systems have even been designed and proposed for auto-
mating the actual trading of securities themselves. And, of
course, for some time computers have been very important
in stock market research.

The people involved in Wall Street automation problems
sense that major changes will be forthcoming in the way
that the Street does business. Many of these changes will
come about because of the computer capabilities. No matter
what changes occur, however, the basic functions described
in this article will remain necessary for brokerage firms. As
time progresses, the emergence of the computer’s capability
for managing large information flows will become more and
more obvious as the only solution for the major operational
problems of the brokerage industry—an industry whose
major function can be interpreted as the processing and
transferring of information. [ ]
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OCRIN
NO MAN'S LAND

by Edward H. Utley

“No man’s land” js that war-torn real estate lying
between two opposing forces but owned by
neither. The no man’s land in'ocr is the applica-
tion area between the highly constrained,
centralized “clean room” approach to ocr-input prepara-
tion and the “greasy mechanic proof” applications at the
credit card level. In this now largely forsaken area will be
fought the future ocr battles.

The Marine Corps characteristically has launched its ocr
attack into no man’s land in its manpower data application.
In this new system the Marine Corps can neither be content
with the small amount of variable data obtainable in credit
card applications, nor create the controlled conditions often
thought necessary for full-scale, page-réader scanning
operations.

To understand how the Corps uses ocr, an understand-
ing of the application (which is obscure to most people
even in the military) is necessary. People unfamiliar with
mlhtary personnel accounting often assume it is merely a

“nose count.” There is nothing simple about the new Ma-
rine Corps Manpower Management System in which there
are over 400 different kinds of transactions, each of which
has an average of about 50 edjts associated with it. Not only
a roster of the people on board is maintained by a systemi of
this type, but also an inventary of their skills; their status
(sick? in the brigP on leaye? awoL? awor while sick?
etc.); and a myriad of data elements which can affect a
Marine’s pay or future assignments, or which are required
for proper management of the military member or his unit.
There are a lot of questions asked of a system of this typé

both from within the Marine Corps and from external

sources.

keeping «a dlury

The Marine Corps has had a computerized’ personnel
system for many years. Keypunching was the means of
input preparation. Marine Corps units (mogt are 200-or-so-
man rifle companies, artillery batteries, or aviation squad-
rons) submitted a daily Unit Diary (morning report) with
free-form narrative statements which desctibed events
affecting the records of individual Marines. These diaries
were mailed to an accounting center where a Maririe who
was a “personnel data analyst” interpreted the unit’s state-
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15 words per minute

ments and assigned transaction codes according to his
judgment and interpretation of the rules. These transactions
were then keypunched, verified, and entered into the com-
puter process.

- The old system was a good second-generation applica-
tion. But by present day standards, its computers were slow,
data both before and after processing was transmitted by
mail, programming was relatively inflexible, and input was
subject to severe queuing problems as the supply of trained
analysts and keypunchers ebbed and flowed. The analysts
at times were inexperienced and quickly trained, resulting
in some rather unusual transactions being pumped into the
system from time to time. Differences between individual
analysts in the interpretation of the rules were a constant
problem. Other little annoyances sometimes were present.
For instance, Private Ludwig van Beethoven once was
carried on the master record for a short hitch.

The worst feature of the old system was that the unit
which originated the entries into the system never knew
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OCR IN NO MAN'S LAND.

whether the information “took” or not. In some cases, data
was entered on the Unit Diary, but never was posted to the
computer record, due to a failure in the analyst or keypunch
process. Also, there was simply no way for the unit to relate
the free-form entries to specific machine transactions, even
when given access to transaction data. The ‘commanding
officer was technically responsible for the data on members
of his unit, but he had no real control overit.

Since July 1, 1969, the Marine Corps has been operating
a new, third-generation system in which ocr is the key-
stone. The concept of the new system is simple. The com-
pany clerk types his report and sees that it is delivered to
the data center. The report is scanned, processed by the
computer, and transmitted to the central data bank. The
unit is then given a listing of all transactions accepted and
rejected with indication of any corrective action required.

By expanding from two to eight data centers, the use of
the mail has been decreased radically except for remote
units. Now, diaries affecting most Marines can be hand
delivered to the data center the day they are prepared. Eight
automated service centers plus the center housing the cen-
tral data base, stretch from Camp Lejuene, North Carglina,
to Danang, Republic of Vietnam. All are equipped with an

‘1BM 360 and a Farrington 3030. All operate as service
centers, with the manpower application as only one facet of
a multiprogramming environment. With this understanding
of the over-all system, examination of the ocr subsystem
and the constraints under which it operates is possible.

In the approximately 2,000 reporting units, the action
centers around the company clerk. This young man has the
task of diary preparation. These are some of America’s
finest. If you ever spent a night in a foxhole with a young
Marine, you develop a real respect for our younger genera-
tion. However, he has about as much innate aptitude for the
ocr world as his civilian contemporary in a filling station.
The big problem to be solved initially was to give this clerk
a standard means of communicating with the system with-
out resorting to a completely esoteric assortment of codes.
This communications problem was solved by creating a
jargon-filled “manpower language” not unlike a high-level
programming language.

an easy language

The Corps established this new language with a one-for-
one relationship between the specified set of English-
language statements and system transaction codes. Creating
this relationship, while keeping instructions simple enough
for untrained personnel to understand, was the crucial step
in the entire process. However, as far as the company clerk
is concerned, he is as unaware of the language as Moliere’s
hero was that he was speaking prose. No attempt is made to
teach the clerk the language. He, in fact, is trained not to
depend on memory. He uses a procedures manual which is
constructed around decision logic tables which direct the
user to the precise statements needed to report an event.

Once a clerk threads his way through the decision logic
tables, he is ready to commence his daily task of typing the
diary. At this point it is important to know that every man
and woman entering the Marine Corps is screened for
typing ability. It may be interesting to know that the
Marine Corps considers 15 words per minute a significant
level of competence—perhaps good enough for assignment
as a clerk when demand for typing skill is hlgh and typing
talent available is low.
~ Every unit, except those in Vietnam, is equipped with a
typewriter with the type A usast font. (Units in combat
submit their diaries any way they can, and the diaries are
retyped at the data center.) It was known from the outset
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that it would be necessary to buy new typewriters for nearly
every unit in the Marine Corps in order to achieve the
required ocCR print quality. ocr typewriters are more than a
font. Ribbons and embossing density are critical. Reusable
cloth ribbons “splash” when struck by the key, and the
scanner reads the splash mark as part of the character. Key
pressure must be accurate so that the typed character is free
from shadows caused by hitting the page too hard or
unblackened areas in the letters caused by hitting the page
too lightly. The Corps’ older nonelectric typewriters clearly
would not make the grade in the ocr world.

all new typewriters

. It was apparent that if a large investment in typewriters
was to be made, standardization of a single font would be
the economical approach. Single-font readers cost less to
rent or buy than multifont readers. When systems designers
are in a position to specify a single font for input prepara-
tion, they usually find the dollar savings dictate that ap-
proach. The fact that the Marine Corps uses a total of 10
readers magnified the dollar savings considerably, and more
than paid for the cost of new typewriters early in the game.
This was especially true since the Matine Corps had an-
ticipated arrival of the scanners, and long before scanning
operations commenced had ordered that the routine re-
placement for all Marine Corps typewriters would be ocr-
font machines.

Sometimes the big problem with ocr typewriters is the
platen. It must be designed so that proper vertical align-
ment will be maintained on your input forms. There must
be, in other words, six lines to the inch and not six and one
half. If vertical alignment is not maintained, by the time the
scanner is halfway down the page the sweep of light will be
skimming the top or bottom of the characters and the line
will be rejected. In the Marine Corps, a four-part form for
ocr input in the field is used. The original is sent to the

scanner, first copy goes to the old system (while being

operated in parallel), the -second copy goes to the pay
people until the integrated pay portion of the system takes
hold, and a file copy is retained by the unit. There were
some typewriter manufacturers who couldn’t believe ocr
input would be prepared in a multipart set. If thinking is
limited to a centralized clean room approach, then multiple
copies indeed do not make sense. But if the system uses
decentralized document preparation, snap sets are quite
useful. If a multiple-part form is used, special platens may
be required for some brands of typewriters to overcome
alignment problems.

The Marine Corps tested all type A vusasi-font type-
writers on the market at the time the system was being
designed, and from ocr print quality there was little to
choose from. You may prefer one brand of typewriter over
another for some reason, but they all do an excellent job
from the standpoint of ocr print quality.

So we have our Marine with his new typewriter; now he
needs a form. When buying ocr forms, pick a printer with a
proven record of satisfactory performance in ocr forms.
Printing a form in two colors, one of which must be seen by
the human eye but not by the scanner, is one part of the
problem. Geometry, squareness of the form and correct
spacing of printing, is another. Picking the printer is a
privilege those in government do not enjoy. Buying from
the low-bidder has produced some exceptionally fine forms,
but luck plays a part here.

When the company clerk types the form, it passes
through the hands of the chief clerk, the first sergeant, and
the executive officer, and is signed by the commanding
officer. This ensures that it is not only technically correct
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OCR IN NO MAN’'S LAND...

but often smudged, finger printed, stapled, and even
folded. These problems have led to the revision of an
ancient military maxim: “If it moves, salute it; if it doesn’t
move, pick it up; if you pick it up and it’s wet and soggy,
scan it.” The form when signed is placed in a flat manila
envelope and carried or mailed to the service center, No
special mailers are required.

Each of the Marine Corps’ automated service centers has
an Administrative Control Unit. This unit consists of two or
three nco’s and some younger Marines who are principally
typists. One of their jobs is to take the diaries from the
envelopes, remove the staples, and stack the forms in prep-
aration for scanning. No other preprocessing is necessary.

scanning the forms

The Marine Corps’ Farrington 3030’s are equipped with
two tape drives and an 8K cpu as well as the usual console
typewriter, Scanning then has the flexibility of an off-line
operation. The reader output tape is input to the 1M 360.
The readers have an oscilloscope which displays unreadable
characters for the operator so that he can type in the correct
character. This slows the scanning process somewhat, but it
is worth it to keep transactions from becoming annoying
retypes. The Marine Corps has programmed many edits
into the initial scanning process, so that certain exceptional
transactions are rejected before processing on the 1BM 360
commences. For instance, if any diary entry starts with the
letters senr (short for “statement format not provided”), it
means that the unit could not find an appropriate statement
in the manual for the event reported, or has a problem that
requires human judgment, sFNP’s are automatically re-
jected to be given personalized attention by the members of
the Administrative Control Unit. Even with these and other
edits executed under program control, over 95% of the
transactions go through the reader successfully the first
time. The remainder get speedy corrective treatment by the
Administrative Control Unit and are soon back on the
track.

The Corps has a standard technique for controlling input
quality. Whenever a new typewriter is purchased, or an old
typewriter is overhauled, or input quality as monitored by
the control unit drops, a predetermined test pattern must be
typed by the unit and submitted to the data center. A
computer analysis of the reading of the test pattern is
returned to the unit, and if adjustments are required, the
analysts is of course available to the repairman. Scanning
operations for the day—or after any power fluctuation—start
_ with the readmg of a test pattern of known accuracy. This
is a “fail-safe” on reader adjustment.

When the scanner output tape goes into the 1Bm 360,
system transactions are processed to completion. If a trans-
action is logical and compatible with the Marine’s record, it
is posted. If not, it is rejected. The system prepares a
transaction register which goes back to the unit, The regis-
ter tells the unit what was accepted and what was rejected
and what action must be taken to correct any error. Syn-
tactical errors in the manpower language which have been
rejected during 18M 360 processing do not appear on the
unit’s transaction register. They are corrected and typed by
the control group and resubmitted to the process. The unit
is, however, charged with an error, but nothing is returned
to the unit purely for retyping.

Data collected at the eight service centers is sent by
AUTODIN digital transmission network to the Marine Corps’
Automated Services Center in Kansas City, Missouri. The
central data base is maintained at this location which is
shared by the Marine Corps’ Finance Center. The Auto-
mated Services Center has three 18M 360’s and two Far-
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rington 3030’s to handle the central data bank processing
workload. Scanning operations support certain ‘specialized
payroll functions using scannable input prepared in disburs-
ing offices around the world.

The Marine Corps’ system is set up so that only the unit
commander or Marine Corps Headquarters can change an
individual Marine’s record. If Headquarters puts in a trans-
action, the transaction prints out on the unit’s transaction
register. This feature gives the unit commander total visibil-
ity of the system and, except for Headquarters’ input, total
control over the system. It also gives him total responsibili-
ty, which with proper supervision should promote efficien-
cy. The computer, with Orwellian thoroughness, gives the
unit commander and his superiors a complete analysis of
the accuracy of his unit’s transactions.

In creating this new system, the objective has been much
more than simply converting keypunch to ocr. What the
Marine Corps has achieved is source-data automation, with
typewritten ocr input as the means. The Corps’ new system
is far more flexible than a credit card type application,
having almost infinite  ability to vary the input to the
existing system. Yet the Marine Corps is relatively free of
constraints. The principal constraints in force are use of a
standard typewriter and form. Some of the unfettered fea-
tures of the system which do not detract from over-all
success are: a relatively inexperienced clerk with limited
typing ability; 2,000 locations putting input into the system
without direct day-to-day supervision; use of any ocr
typewriter on the market; and forms purchased from the
low bidder. By employing ocr methods the Corps now has
a personnel system—and will have a pay system integrated
with it—in which the Marine’s immediate commander has
control and responsibility for accounting in his unit.

The Marine Corps does not consider this system to be the
ultimate. ocr is now the Marine Corps” way of life, but for
the Corps the typewriter is a millstone around the pro-
verbial leather neck, Why are typewriters a problem? They
must be plugged into a power source (a small number of
manual ocr-font typewriters are being tested in Vietnam);
they require maintenance (the nuisance value of which is
proportional to the remoteness of units); and typewriters
reduire a skilled operator. In a world where a skill of 15
WPM is 31gn1ficant no further amplification of this point is
required.

What are the altemahves to the typewnter? The im-
printer lacks flexibility. The “black box” has the mainte-
nance factor and, so far, a prohibitive price tag. Most
require a power source. The answer could be scanning of
hand-printed information, although the number of digits in
a coded, transaction could very well prove a limitation (not
of the hardware but the users). Perhaps some of the Corps’
remote locations will be brought closer through transmission
of scannable hard copy over telephone lines. In any case,
the present, system is a revolutionary step towards an ulti-
mate butas yet undefined goal.

the potential is there

One thing quite clear is that when mdustry solves the
type &f problems the Marine Corps needs to solve, a lot of
other peoples’ ocr problems will be solved also. On the
other side of the coin, when the user looks at the true source
data automation potential of ocr (and does not limit his
thinking to converting current keypunch applications), he
will reap the true benefit of ocr. Industry and the user will
then both. be moving out into the:middle of no man’s land,
which is the area which must be exploited if ocr is to meet
its full potential anytime soon. And when you are out there
in no man’s land, Marines are good company. [ ]
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THE
SERIES DATA
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MANAGEMENT SYSTEM

by David C. McEliroy

The problems associated with the development
and operation of information systems employing
computers are widely recognized. SERIES, an up-
e ward compatible group of data management
systems developed by Information Systems Management
Corp., is designed to alleviate these problems. The name
SERIES is not an acronym, but rather a descriptive name for
a modular family of data management systems with varying
functional capabilities.

The fact that there is no commonly accepted means of
defining information processing requirements, nor a univer-
sally accepted generalized structure for processing informa-
tion (primarily due to the relative infancy of the dp field),
has imposed the greatest difliculty in developing SERIES, as
well as other generalized data management systems. How-
ever, the technology necessary to develop generalized sys-
tems to solve dp problems has been evolving for many
years. For example, generalized sort systems, initially devel-
oped as early as 1955, have virtually eliminated the need
for writing sort programs. Instead, the sort user specifies
very briefly his requirements and a sort program is special-
ized for his specific needs.

what these systems do

Additional systems were developed based on the concept
that an acceptable generalized logic structure could be
developed to solve even more complex problems. The de-
velopment and use of early systems for the 1Bx1 702 and 709
were described by W. D. McGee in the late 50’s in a
Daranation article entitled “Generalization—Key to Suc-
cess in Electronic Data Processing,” and more recently by
Harrison Tellier in the June, 1968, issue of Data Processing
Digest in an article entitled “The Role of the Generalized
Program.” The systems described generalized the processes
of sorting, reporting, and file maintenance.

On a more contemporary basis, a number of systems have
emerged which are referred to variously as generalized file
management systems, data management systems, informa-
tion management systems, etc. A data management systems
survey of some of these systems was prepared in early 1969
by the atrrre Corp. for the Department of Defense (Doc-
ument Number arrp-329). This survey was followed by a
copasyL commiltee report entitled “A Survey of General-
ized Data Base Management Systems,” published in May,
1969. These systems (generally grouped together in any
discussion of data management system technology) vary
functionally all the way from systems which provide a
common data management interface between multiple user
programs to a shared or common data base, to systems
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which interpret user requirements and either execute gen-
erated programs or interpretive routines to solve the user
problems. Some are oriented to on-line processing; others to
batch processing; others are a combination of both. As a
result of this varying capability, it is extremely important to
evaluate “how” and “to what degree” the points surveyed
are accomplished.

Basically, these systems permit the information user or
the system analyst to communicatc information require-
ments. The systems consist of program generators, as well as
interpreters, which accept the user’s requirements and ei-
ther generate programs or execute interpretive routines,
dependent on the response time required and the economic
value of processing the information. The systems have the
inherent knowledge to “design” information processing sys-
tems and “write” programs based on a comprehensive gen-
eral structure. An analogy between these systems and com-
puter programs currently in existence (which interpret
engineering specifications and automate the design of cir-
cuit logic for electrical transformers and even computers)
adds to the credibility of this approach. Programs which
design circuit logic have the inherent knowledge of the
electronic engineer and are capable of designing circuit
logic to conform to a comprehensive general structure. In
the case of information system development, these systems
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SERIES DATA
MANAGEMENT SYSTEM . ..

have the inherent knowledge of the system analyst and
programmers to design computer systems and write com-
puter programs.

The problems and the requirements associated with in-
formation system development and operation—coupled with
the experience gained through the development and use
of early and contemporary systems—form the basis for the
development of seriks, series has been designed specifical-
ly to combine into a single integrated compatible grouping
of data management systems a combination of the major
functional facilities associated with information system de-
velopment and operation. It permits the user to concentrate
on information system design and development, thereby
reducing or eliminating the need for programmers to de-
sign, code, and debug computer programs. It is integrated
and compatible with existing software facilities to provide a
sound basis for the evolutionary development of complex
information systems,

The major components of series are briefly described
here, primarily to indicate how the information system
developmental and operational problems are solved, and to
illustrate the comprehensiveness of the system.

1. Languages: To define information systems tasks and
conditions which control the processing of the tasks, and to
communicate requirements for immediate information stor-
age and retrieval.

2. Data organization and access routines to organize,
store, and retrieve data.

3. Language processors to interpret the languages and
either generate programs, or interpretively execute pro-
grams to meet the requirements specified by the language.

4. Control mechanism to maintain the integrity and se-
curity of the data base, to control all éxternal communica-
tion with the system, and to automatically schedule applica-
tions based on the conditions which control their processing.

The integration of these parts into a standard operating
envircnment is important (from the standpoint of current
operations and cost) to maintain compatibility with and to
prevent duplication of facilities. This 1ntegrat10n is illus-
trated in Fig. 1.

language

Since there is no commonly accepted language for de-
scribing information system requirements, and the process
being described cannot be expressed in mathematical terms,
new language(s) have been developed which can be em-
ployed to specify information requirements. Other systems
mentioned earlier employ different forms of languages vary-
ing from highly structured fixed forms with columnar head-

MULTIPLE FILE
DATA BASE

ings to English free-form statements, and, in some cases,
simply subroutine call statements integrated with manually
written procedural language programs. An analysis of these
languages indicates many common elements and a general
orientation to certain classes of users. Based on this analysis,
the series language has evolved to provide a comprehen-
sive language oriented to different classes of users. For
example, there is a language for system analysts to define
information system data and processing requirements, and a
language for management, administrative operations, and
sales personnel to dynamically obtain information and alter
data. The series language includes a very simple subset of
statements designed to produce extremely simple reports
and to maintain and create simple files. Portions of these
languages and their use are illustrated in the following
examples.

o sample language

Fig. 2 shows a very simple information system, involving
personnel, cost, and projects files, which are updated on a
dynamic direct-access basis with applied-time transactions.
These transactions are received from remote terminals and

APPLIED-
TIME TIME RECORD

EMPLOYEE-D | HOURS [ PROJNO |

O

PAY RECORD
PERSONNEL [————f "EMPLOYEE-ID | HOURSWORKED | ASSIGNED-ORG | HOURLY-RATE] PROJECT-NUMBER

Ut

COST-ACCTG RECORD
cosT  t——— ORG-CODE | COST | OVERKEAD-RATE]

¢l

eI SERIES OTHER

RO AANS PROGRAM PROGRAMS
GENERATOR

OMPUTER
OPEHATING SERIES SVSTEM
SYSTEM CONTROL

:

SToRAcE INFORMATION
Azl o AND A SYSTEM
LANGUAGE

LANGUAGE

% Permanently resident

D Module resident only when required

Fig. 1. Major SERIES component