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ASICs wasn't even 
part of your job. 
Now it's the 
part everyone's 
counting on. 

That's where 
Daisy comes in. 

Daisy CAE tools 
are used by more 
ASIC designers than 
any other CAE workstations. 

Because from schematic 
creation through post-layout 

Simulation accelerator market share. Source: 
Prime Dat,a, 1985 and 1986 unit shi'pments. 

simulation, Daisy has what 
it takes to keep ASICs on time 
and on budget. 

For example, our 
MegaLOGICIAN™ simulation 

«'., 1988, Daisy Systems Corporation. MegaLOGIC!AN is a trademark of Daisy Systems Corporation. 

with more than 170 design 
kits supplied by 70 different 
vendors. So you can build pro­
ductivity instead of libraries. 

Which may explain why 
more MegaLOGICIANs are 
in use today than all other 
accelerators combined. 

Speaking of combining, you 

'Based on minimum !Ox perfo rmance im provement compared to 32-bi t workstations. Source fo r design kit estimates: VLSI Systems Designs Semicustom Design Guide, 1987. 



can share a MegaLOGICIAN 
with a network of our 386-
based desktop workstations, 
for a high-powered low cost 
ASIC design environment. 

And that's just the beginning. 
With our library of more 

than 4,500 system­
level components, 
you can include your ASIC in 
complete "real world" system 
simulations to ensure that 
your designs will be ready for 
production, instead of revision. 

All of which makes Daisy 
today's choice for no-sweat 
ASIC success. 

But what about tomorrow? 
Gate counts are on the rise. 

If your tools run out of steam 
at 5,000 gates, so could your 
future. 

No problem. 
Our ASIC design tools 

glide through 20,000-

gate designs 
without even 

breathing hard. 
In fact, new design kits 

already support arrays of 
over 100,000 gates. 

So you'll never have 
to worry about hitting a 
dead-end. 

But don't take our 
word for it, listen to what 

Rockwell and other industry 
leaders have to say. For a free 
copy of "Making It Big In 
ASICs" call Daisy at 1 (800) 
556-1234, Ext. 32. In California, 
1(800)441-2345, Ext. 32. 

European Headquarters: 
Paris, France (1) 45 370012. 
Regional Offices: 
England (256) 464061; 
West Germany 
(89) 92-69060; 
Italy (39) 637251. 
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CARL DOBBS AND PAUL REED, Motorola Inc. , and TOMMY NG, Silicon Compiler Systems Corp. 

A 32-bit RISC processor borrows design concepts from a supercomputer. 
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Vendors , design considerations, and applications are discussed. 
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ERNEST MEYER, Technical Editor 
Six different cell synthesis systems tackle the same MSI circuit. 
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SANJIV KAUL, NEIL JACOBSON, AND ISRAEL LIVNAT, Daisy Systems Corp. 

Hardwiring and microcoding combine to boost accelerator performance. 
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DESIGNING ASICS FOR HIGH RELIABILITY 
ORHAN TOZUN, International Microcircuits Inc., and ROBERT E. PERRY, Cubic Defense Systems 

Vendors, fabrication process, circuit design, and test issues affect reliability. 

86 DEMYSTIFYING ASIC COSTS 
HOWARD K. DICKEN, DM Data Inc. 
The many factors that affect ASIC costs. 
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ROBERT A. TIERNEY, i-Logix Inc. 
A graphical CASE tool simplifies system design. 
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104 CONVEX'S C SERIES 
HAROLD DOZIER, Convex Computer Corp . 

A case history of the design of a minisupercomputer. 
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FERROELECTRIC CHIPS 
STAN BAKER, Editor-at-Large 

Ferroelectric devices promise essentially unlimited nonvolatility. 
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124 DAC TURNS SIL VER 
ROLAND C. WITTENBERG, Executive Editor 

The Design Automation Conference celebrates its 25th year. 
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Our ASIC 
line-up 
is OnlY. 
h 
the 
story. 

When it comes to delivery of 
high-quality, reliable ASICs, S-MOS 
wrote the book 

We did it in collaboration with 
our manufacturing affiliate, Seiko 
Epson. With 18 years of CMOS 
experience, Seiko Epson is one of 
the world's most advanced CMOS 
IC manufacturers. 

Through Seiko Epson's high-yield 
manufacturing technology, we ship 
millions of ASIC units a month, and 

with a reject rate ofless than .0001 %. 
That's our quality story. 

Now we've added a new chap­
ter on design. At our advanced 
R&D design facility, engineers from 
S-MOS and Seiko Epson are devel­
oping new software to simplify 
circuit design, simulation and the 
creation of new megacells for our 
extensive cell library. 

Of course, you can still take 
advantage of our established design 

tools because S-MOS supports such 
workstations as Daisy, Mentor, 
Calma and PC-based systems using 
FutureNet, OrCAD and ViewLogic. 

Our proprietary LADS simulator 
will speed up the design process. 
The S-MOS engineering team will 
support you from concept to 
production. 

If you are looking for an ASIC 
program that can make your designs 
best sellers, call us. (408) 922-0200. 



CMOS Gate Arrays 
Up to 38,550 available gates 
• SLA8000 (800 ps)~ 

1.2µ drawn, 1.0µ Leff. 
• SLA7000 (1.0 ns)~ 

1.5µ drawn, 1.2µ Leff. 
• SLA6000 (1.8 ns)~ 

2.0µ drawn, 1.5µ Leff. 
• SLA700B High Drive 

Output 
• SLAlOOL Low Voltage 

CMOS Standard Cells 
Complexities to 16K gates** 
• SSClOOO (1.4 ns)~ 

1.8µ drawn, 1.4µ Leff. 
• Fully migratable from 

S-MOS gate arrays 
·RAM and ROM 

blocks available 

TANCELL is a registered trademark of Tangent Systems. 
'Typical propagation delay of 2-input NANO gate driving 2 internal loads with I mm of interconnect. 

0 Maximum gate utilization depends on amount of interconnect used. 

The Alternative to Full Custom 
• 1.8µ CMOS process 
• Can utilize dissimilar 

cell geometries 
• 3-button approach 

to custom design 
• Currently over 300 

fully characterized cells 
•Fast 14-week 

implementation time 
•Timing-driven TAN CELL® 

place-and-route software 

CIRCLE NUMBER 2 

.• , S 
., r · -.,...-. ... . 
~Aa.. .... i -· 

SYSTEMS 
S-MOS SYSTEMS, INC. 
2460 North First Street 

San Jose, CA 95131-1002 



The focus is on 

technology levers for 

boosting system 

performance 
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High Performance: 
A New Orbit 

T his magazine was conceived as a forum for discussion of a technology that had 

only recently emerged from the laboratory and was finding its way into the 

hands of a few enterprising engineers. The technology was the semicustom, or application­

specific, IC and the motive force behind it was the commercial availability of automated 

design tools. 

The technology was eagerly embraced by a special breed of pioneers driven by the 

insatiable need to make their systems do "more"-much more, not just a little more. 

These pioneers shared a special kinship with those who were the first to embrace the 

microprocessor and, many generations ago, with those who were the first to endorse the 

integrated circuit. All these pioneers firmly grasped technology developments as levers to 

boost system performance- as tools for increasing system speed, throughput, functional 

density, and reliability, and for getting more bang for the buck. 

Performance pioneers share a number of traits: Not content with evolution , they prefer 

discontinuities; they look to leaping into the next orbit. They thrive on being at the 

vanguard of technology revolutions that roll back performance frontiers. 

Today the chips and tools we discussed in the early years seem almost primitive. Some 

of the concerns seem almost trivial. But to those pioneering souls who explored uncharted 

territory and in the process staked their professional reputations-and often their 

careers-this technology was a major gamble. 

The semicustom IC continues to evolve on many frontiers, and design tools continue to 

become more automated . But they are no longer the exclusive purview of a select few. 

What then is the next leap for the restless performance pioneer? 

We think the next orbit is to view the semicustom IC within the context of the system. 

In other words, the designer of high-performance systems has to expand his locus of 

interest to include system concerns, among them architectures, the partitioning of 

hardware and software, and packaging. He also must be vigilant to the evolution of new 

technologies. With that in mind, we have recast VLSI SYSTEMS DESIGN. 

f;/{ file 
GIRISH MHATRE 

EDITORIAL DIRECTOR 
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There Will Still Be a Few Uses 
for Conventional ECL ASI Cs. 

Cold j acts: now the highest-density ECL logic array runs at a 
cool 1/10 the gate power of competing devices. 

Raytheon's ASIC design expertise 
and proprietary technology make 
conventional ECL arrays too hot to 
handle. The superior performance of 
the new CGA 70El8 and CGA40El2: 
the ECL logic array family with the 
highest density and the lowest power 
requirement now available. 

D Superior performance: 300 pS 
delay and 300 µ W (typical gate) power 
dissipation deliver the industry's low­
est speed-power product: <0.1 pJ. 
Toggle frequency 1.2 GHz (typical). 

D Highest density: 
CGA70El8 - 12540 equivalent gates 
CGA40El2 - 8001 equivalent gates 

D Lowest power: Industry's smallest 
bipolar transistors result in power dis­
sipation that is a fraction of conven­
tional ECL at comparable propagation 
delays. Typical chip power dissipation 
of 3W to SW. 

D Et cetera: Interface TTL, ECL 
(IOK, IOKH, IOOK), ETL. Customer 
access to proven, fully integrated 
CAD system. Commercial and mili­
tary operating ranges. 

CIRCLE NUMBER 3 

Call Raytheon for access to the right 
ECL technology. We're not blowing 
any smoke, and neither should your 
system's performance. 

Raytheon Company 
Semiconductor Division 
350 Ellis Street 
Mountain View, CA 94039-7016 
(415) 966-7716 

Access to the right technology 

Raytheon 



CICC '88 

May 16-19, 1988 
Rochester Riverside Convention 
Center/Holiday Inn-
Genesee Plaza 
Rochester, N. Y. 

C ICC '88 is sponsored by the 
IEEE Electron Devices So­

ciety and the IEEE Solid-State 
Circuits Council and cospon­
sored by the IEEE Rochester 
Section. Its goal is to bring 
together designers and manu­
facturers of circuits and sys­
tems and users of custom ICs to 
discuss new developments and 
future trends in custom chips. 
Session topics will include ap­
plication-specific memories , 
circuit and logic simulation, 
drivers and interfaces, layout 
analysis and generation, ana­
log circuit techniques, silicon 
compilers, testers and testabi­
lity , user-programmable logic 
devices , packaging and sys­
tems interconnection, and reli­
ability. For further informa­
tion, contact Mrs. Roberta 
Kaspar , Executive Secretary, 
CICC '88, 20 Ledgewood 
Drive, Rochester, N .Y. 14615. 
(716) 865-7164 . • 

15TH ANNUAL SYMPOSIUM ON 

COMPUTER ARCHITECTURE 

May 30-June 2, 1988 
Ilikai Hotel 
Honolulu , Hawaii 

T his annual symposium is 
sponsored by the Com­

puter Society of the IEEE and 
the Association for Computing 
Machinery . It will feature pre­
sentations that include lan-

8 VLSI SYSTEMS DESI G N 

guage-oriented architectures, 
distributed and parallel archi­
tectures, memory systems, 
performance evaluation and 
measurement, advanced de­
vices, architectures for transac­
tion-based systems, intercon­
nection networks, the impact 
of VLSI on architecture, novel 
computing techniques, operat­
ing-systems-oriented architec­
tures, and tools and methods 
for architecture design and de­
scription. For details, contact 
H.J. Siegel, General Chair, 
Supercomputing Research 
Center, 4380 Forbes Blvd ., 
Lanham, Md . 20706. • 

1988 IEEE INTERNATIONAL 

SYMPOSIUM ON 

CIRCUITS AND SYSTEMS 

June 7-9, 1988 
Helsinki University 
of Technology 
Espoo, Finland 

T his international sympo­
sium will cover all aspects 

of the theory, design, and ap­
plications of circuits and sys­
tems. Session topics will in­
clude power electronics and 
circuits, VLSI design and appli­
cations, large-scale networks, 
computer-aided design , mod­
eling and simulation, digital 
signal processing, switched-

en d ar 

capacitor networks , communi­
cation circuits, graph theory , 
fault analysis, circuit layout, 
filter theory, active and digital 
filters, distributed networks, 
and computer and microwave 
networks . For additional infor­
mation, contact Prof. Y rjo 
Neuvo, General Chairman, 
Tampere University of Tech­
nology, P .O . Box 527, SF-

33 101 Tampere, Finland. 
(3 58) 31-162698. • 

DESIGN AUTOMATION 

CONFERENCE '88 

June 12-15 , 1988 
Anaheim Convention Center 
Anaheim, Calif 

D AC '88, sponsored by the 
IEEE Computer Society 

and the Association for Com­
puting Machinery, is devoted 
solely to the field of design 
automation. This year 's con­
ference will offer tutorials, 
panel discussions, and techni­
cal presentations. General ses­
sion topics will include design 
for testability, VHDL in use, 
floorplanning and area estima­
tion, timing verification, par­
allel simulation, channel and 
global routing, engineering 
information databases, high­
level synthesis, application­
specific simulation, placement 

algorithms, layout compac­
tion , register-transfer-level 
synthesis, logic synthesis and 
optimization, data structures 
for integrated design systems, 
physical design verification, 
ideas in circuit verification and 
simulaton, ideas in system 
generation, ideas in testing, 
fault simulation, and micro­
architecture synthesis. For ad­
ditional information, contact 
Pat Pistilli, MP Associates 
Inc., 7490 Clubhouse Road, 
Suite 102, Boulder, Colo. 
80301. (303) 530-4333 . • 

INTERNATIONAL WORKSHOP 

ON VLSI FOR 

ARTIFICIAL INTELLIGENCE 

July 20-22, 1988 
University of Oxford 
Oxford, England 

T his workshop will provide 
a forum where AI experts 

and system and VLSI designers 
can come together to discuss 
trends in AI applications and 
their computational require­
ments, VLSI implementations, 
and computer architectures. 
Topics to be discussed will in­
clude alternative technologies, 
functional-language arc hi tec­
tures, knowledge-oriented ma­
chines, logic-oriented archic­
tectures, rule-based engines, 
and fifth-generation comput­
ers . For further information 
about the workshop, contact 
Dr. Jose G . Delgado-Frias or 
Dr. Will R. Moore, Dept. of 
Engineering Science, Univer­
sity of Oxford, Parks Road, 
Oxford OXl 3PJ, England, U.K. 

Phone: (0865) 273188. • 

MAY 1 988 
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AT&T Appointment 

,~ 

~ 
OBERT E. ALLEN was elected chairman of 
AT&T following the death of AT&T's former 
chairman James E. Olson. Allen was pre­

viously president and chief executive officer. 
But even though Olson had only been in the 
chairman's slot for 20 months, Allen will have a 
big pair of shoes to fill. Olson, as the first and ' 

ROBERT ALLEN only chairman of the "new" AT&T, guided the 
company out of its chaotic breakup to its present position as a 
formidable competitor in the semiconductor, fiber optics, com­
puter, and telecommunication industries. The board awaits 
Allen's recommendations for the president and CEO slots. • 

AMD Unveils Universal 64-Blt FPU 

dvanced Micro Devices 
Inc. (Sunnyvale, Calif.) 
rolled out its latest float-

ing-point processor, the Am- · 
29c327, a double-precision 
CMOS processor that supports 
all of the industry-standard 
floating-point formats: IEEE-
754 standard; DEC's D, F, and 
G formats; and IBM's standard. 
The chip can operate in a flow-

through or a pipelined mode 
and delivers double-precision 
accuracy at a 10-MHz rate. It 
can execute over 70 floating­
point instructions and can per­
form both arithmetic and logic 
operations on 32- and 64-bit 
integers. The processor is 
priced at $595 in 100-unit 
quantities and comes in a 169-
lead PGA . • 

pen Look is the name that 
AT&T and Sun Microsys­
tems Inc. (Mountain 

View, Calif.) have given to the 
new user-friendly interface for 
the Unix operating system. 
Sun's president, Scott McNea­
ly, and AT&T Data Systems 
Group president, Vittorio Cas­
soni, are very optimistic about 
the future of Open Look. The 
interface was developed by Sun 

for AT&T and is licensed from 
Xerox Corp., which developed 
the concept of a heuristic, 
graphical, menu-driven inter­
face at its Palo Alto Research 
Center approximately 20 years 
ago. It is the same technology 
that Apple Computer adopted 
for its Macintosh line of user­
friendly computers. Open 
Look will operate under X 
Window and NeWS. • 

Fast Debugging of 50-MHz Microcoded Systems 

10 VLSI SYSTEMS DESIGN 

ustom biCMOS gate arrays allow system software to reconfigure memory 
emulation circuitry in the DS5000 series development system from Hilevel 
Technology Inc. (Irvine, Calif.). These reconfigurable memory modules can 

operate only 5 inches from the target hardware, reducing propagation 
delays and allowing the development system to clock and 

analyze a target system at 50 MHz. The DS5000 
is aimed at microcoded systems built from 

microcoded VLSI processors or pro­
grammable ASIC devices-sup­
ports up to 256 channels of logic 
analysis or memory emulation. It 
comes with Hilevel's Hale macro­
assembler and typically a PC AT 
serves as a controller and data en­
try and editing station. Pricing 
starts at $10,000. • 



14 MIPS from NMOS Chips 

t the heart of Hewlett­
Packard Co. 's two newest 
midrange computers m 

the company's HP 9000 Series 
800 family is a single-chip 
NMOS III microprocessor that 
drives the two-board comput­
ers at 14 times the integer per­
formance of a 
Digital Equip­
ment Corp. VAX-
11/780. The Mod­
els 83 5s and 83 5SE 
provide a standard 
66 .7-ns instruc­
tion cycle time 
and a 128-Kbyte 
cache memory. 
The 835S can support up to 30 
users, and the 835SE can han­
dle as many as 78 users. 

The 32-bit RISC-based HP 
Precision Architecture in­
cludes 48-bit virtual address-

ing, which allows it to support 
up to 112 megabytes of RAM 
and 16 disk drives, storing 9.1 
gigabytes of data. 

Both models feature a new 
floating-point coprocessor that 
delivers 2.02 double-precision 
MFLOPS when measured with a 

Linpack bench­
mark. Hewlett­
Packard says that 
the 835s and 
835SE provide 
75 % more MFLOPS 
than the Sun-
4/260 at a compa­
rable price. The 
new platforms are 

object-code-compatible with 
the other members of the Se­
ries 800 and source-code-com­
patible with the Series 300. 
An 8 3 5 configuration starts at 
$45,000. • 

DSPs Cut High-Speed Modem Costs 

!though the use of higher 
levels of integration has 
stemmed the rising costs 

of many of today's designs 
based on complex VLSI chips, 
there are still cases where mul­
tiple chips can be the economi­
cal best bet. Texas Instru­
ments Inc. has made a study of 
the total component costs for 
modems operating at data 
rates of 300 to 19,200 bits/s. 
The study indicated that as the 
rates pass 1,200 bits/s, the cost 
of dedicated modem ICs in­
creases. almost exponentially, 
while a combination of a DSP 
and an analog interface chip 
increases only linearly with 
data rates--offering a more 
economical solution. The TI 
study used a DSP chip together 
with its TCM29C 18 single-chip 
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analog interface for the 
l,200-to-2,400-bits/s range . 
The interface chip includes 
companding A/D and D/A con-

310 l, 211 2, ... 4,IOO 9 ,eoo H ,491 U , 200 

PERFORMANCE <BJTS/S) 

verters, together with input 
and output filters. The con­
verters have 8-bit resolution, 
but as a result of the compand­
ing transfer characteristics of 
these devices, the dynamic 
range is extended to 12 bits. • 

nivision Technologies Inc. (Burlington , Mass .) hopes to 
unleash all the colors of the sun , or more literally , Sun 
Microsystems' Sun-3 family of workstations , with its recent­

ly unveiled UDC-3400 series of high-resolution color display 
controllers that plug directly into a Sun standard VMEbus slot. 
The plug-in boards can deliver color image displays having a 
resolution of up to 1,280 X 1,024 pixels at 34 bits per pixel. 
They are priced from $3,995 to $8,995 . • 

Wllf Speaks Out on RISC Chips 

ommenting on Motorola's 
recent unveiling of its 
88000 microprocessor 

chip set , Wilfred J. Corrigan, 
chairman of LSI Logic Corp. , 
said, "With Motorola finally 
in the RISC fray, system de­
signers now have a clear vision 
of all the significant architec­
tural approaches open to them 
in the RISC arena. We believe 
that most of the major designs 
will be selected from a three­
entree menu: MIPS Computer's 
R2000 and R3000, Sun's 
SPARC, and the 88000. It 's go­
ing to be a battle between 
these three, and later RISC ap­
proaches will not be much of a 
factor." • 



The Other 
Paths of RISC 

N ew or improved RISC mi­
croprocessors have been 

much in the news recently, 
and flowing from that core of 
events are the many announce­
ments by companies joining 
hands to cooperatively develop 
bit-level operating-system in­
terfaces , design tools, compil­
ers , and hardware . However, 
almost all these newsy devel­
opments are focused on put­
ting RISC technologies into 
central processors , the general­
purpose high-profile darlings 
of the computer industry. 

Nevertheless, there are also 
other important routes that 
RISC is already taking , paths of 
development that will involve 
many more · engineers and 
types of systems than will the 
CPU push . One that has be­
come active is embedded RISC 
processing. Embedded RISC 
microcontrollers are beginning 
to appear, and next will come 
application-specific systems on 
a chip built from cores in stan­
dard-cell libraries and silicon 
compilers. 

RISC has become a mam­
stream movement to improve 
computing power and reliabil­
ity and keep costs and design 
times down . It is a whole-sys­
tems movement , not just a 
hardware trend. And systems 
aimed at different applications 
have very different needs in 
terms hardware, software, and 
support . 

The primary difference be­
tween RISC processors made for 
CPUs and those made for em­
bedded processing and control 
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ews Analysis 

is that the former are opti­
mized for performance; where­
as the latter are optimized for 
specific application targets, in 
speed, function, and cost. Em­
bedded intelligence here must 
be much cheaper than in CPUs. 

The computer systems com­
panies that have been the most 
successful in bringing leading­
edge performance to worksta­
tions are those driving the ac­
ceptance and growth of 
general-purpose RISC comput­
ing. Their system environ­
ments are becoming domi­
nant . In this arena, the 
semiconductor companies are 
not in the driver's seat, al­
though Motorola is trying to 
be a force with its new 88000 
RJSC family (see the article , p. 
24, and Product Showcase, p. 
128). 

But highly important appli­
cation areas for RISC ap­
proaches exist outside the gen­
era 1-purpose computing 
arena-and there the semicon­
ductor companies can be a pri­
mary force. In such categories 
as military, industrial , and 
consumer, the applications 
and customers are more frag­
mented and require different 
methods of bringing IC tech­
nology to their systems. These 
are the areas in need of strong 
support by IC producers, and 

that is where new RISC prod­
ucts are aimed by Texas Instru­
ments, Advanced Micro De­
vices, Intel, VLSI Technology , 
and now Sanyo. 

Embedded processors are 
like CPUs in that they use large 
programs, compilers, large 
chunks of memory, and often 
have complex memory hierar­
chies . They mirror CPUs but 
are hidden from users and pro­
grammed for specific uses for 
their lifetimes . In contrast, 
32-bit RISC microcontrollers 
are an extension of the tradi­
tional microcontroller market 
that is still dominated by 4-
and 8-bit processors in low­
cost consumer items. They are 
I/O-intensive and event-driven, 
manipulate lots of data at the 
bit level, and carry much of 
their memory on chip . 

The users of embedded pro­
cessors come from a computer 
development environment and 
are used to software tools. The 
controller engineers come pri­
marily from industrial back­
grounds, are familiar with 
hardware, and are often opti­
mizing assembly language 
code . 

Embedded processing and 
control are also important tar­
gets for the 32-bit CISC proces­
sors of Motorola , National Se­
miconductor, Zilog , and 

others. These CISC devices have 
sudden competition from the 
RISC products and will get 
more. Motorola will try to re­
lieve some of the pressure put 
on by other companies' RISC 
offerings by aiming its 88000 
at higher-end embedded op­
portunities. 

AMO last month introduced 
its 29000 microprocessor chip 
set, which has found its earli­
est design acceptance in con­
trolling graphics and high­
speed networks such as those 
using the Fiber Distributed 
Data Interface (FDDI). A few 
weeks earlier, Intel introduced 
its 80960 architecture and the 
first two processors in that 
family (see Product Showcase, 
p. 128), although purists 
won 't accept them as RISC 
uni ts because they use some 
microcode. A primary target 
for Intel is automotive applica­
tions. Both the 29000 and the 
80960 are general-purpose ar­
chitectures and hardware sets 
for embedded intelligence , 
with AMD's aimed at the high­
est-performance end and Intel 
balancing · its features at the 
midrange of performance. 

VLSI Technology just last 
month enlisted the partnership 
of Sanyo to develop versions of 
its Acorn RISC processor for 
single-chip microcomputer ap­
plications. Its chip is by far the 
smallest on the market, allow­
ing it soon to be a core proces­
sor in a library , available for 
custom designs done by users . 
VLSI Technology's product now 
has lower performance than In­
tel's, but it will sell at volume 
prices of about $ 5 0. 

Many of the traditional em­
bedded microcontroller de-
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Now you can design complex ASICs 
to meet your needs, not to fit one sup­
plier's limited capabilities. The Super 
Foundry™ offers the combined resources 
of the world's premier CMOS manufac­
turers. Our process independent design 
tools and production services give you 

maximum freedom and control-from 
concept through delivery. 
FREE. ASIC Estimating Kit. 

What will it take to do your ASIC? With our free ASIC Estimating 
Kit, you can analyze design-process trade-offs and explore the 
performance, cost and scheduling implications of your design in a 
variety ofprocesses. Take control of your ASIC design and avoid the 
single-supplier prison. Call the Super Foundry 
for your free ASIC Estimating Kit: 
1-800-FOR-VLSI ext.200. 

THE SUPER FOUNDRY 
SEATTLE SILIC®N 

3075-112th Ave NE., Bellevue, WA 98004, (206) 828-4422. 
Copyright 1988, Seattle Silicon Corp. Super Foundry is a trademark of Sea Hie Silicon Corp. 
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DESKTOP 
GATE 
ARRAY 
DESIGN 
Like desktop publishing is revo­
lutionizing publishing, we are revo­
lutionizing gate array design. Our 
GATEAID PLUS/PC gate array 
design software; 
0 runs on your PC/XT!AT/386 
D matches the power of 

workstation tools, and 
D costs $945. 

And unlike the logic supertankers 
of other suppliers, our gate arrays 
are efficient building blocks tailored 
for various functions such as: 
O PLO replacement 
O RAM and logic integration 
O Bus logic integration, etc. 

To order GATEAID PLUS/PC, or 
for more information on it or on our 
building block gate arrays, mail 
coupon below. Or call 1-800-338-
GATE. 

r.----------., Mail to: Matra Design Semiconductor 

I 

2840-100 San Tomas Expressway 
Santa Clara, CA 95051 

0 I'd like to order a copy of GATEAID 
PLUS/PC on a 30-day trial basis. Bill me. 
(Include business card or letterhead). 

0 Send me information. 

Name'------------­

Signature (Required) 

Phone ------------
Company __________ _ 

Address __________ _ 

I 
I 
I 
I 
I ... ___________ ... 

1~800-338-GATE 
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signers are avidly searching for more per­
formance . Their more complex systems 
have been in industrial applications with 
high prices and low volumes. They need 
more and more performance but expect it 
without increased costs , by leveraging the 
rapidly g rowing price/performance ratio of 
dense CMOS !Cs. RISC offers the hardware 
simplicity for such economy. 

The high-volume controller applica­
tions have been in very low cost consumer 
items , but these and consumer electronics 
products in general are demanding more 
and more computing power. Here, con­
tinuing low costs are critical to achieve 
high volume . Hence , the interest in RISC 
hardware. 

Good examples of the high-perfor­
mance, low-cost trend at the 32-bit level 
are application-specific graphics and net­
work microprocessor control chips that 
Texas Instruments has pioneered, starting 
before many engineers had heard of RISC. 
The company is now explaining that its 
speed-enhancing techniques are the same 
as found in the new wave of RISC 
processors . 

TI came in the back door of the RISC 
trend, with embedded microprocessors. 
Other semiconductor makers have found 
the RISC path open to them is also embed­
ded , but they do not take Tl's application­
specific processor approach. They are chal­
lenging TI to a general-purpose versus 
application-specific control battle. Mean­
while. VLSI Technology and Sanyo will try 
to get around the fray and score with 
single-chip RISC control devices. • 

Scaling Down Analog-Digital 
Cell Libraries 

W hen a technology shrink is an­
nounced for a standard-cell library, 

designers can make certain assumptions 
about the digital cells in that library. The 
cells will become smaller, roughly by the 
square of the ratio of the new design rules 
to the old ones . The cells' operating fre­
quencies will rise, roughly by the ratio of 
the new and old design rules. Of course, 
density and frequency depend on other 
factors besides effective channel length, 
but such first-order estimates generally 
hold true. 

When a library with analog cells mi­
grates to a new process, however, such 
density and performance scaling cannot be 
assumed . Analog circuits are more sensi­
tive to layout , parasitics, and the operat-

ing characteristics of their transistors. Al­
though a smaller transistor is faster in 
digital or analog cells, it is also more 
susceptible to noise, and its transfer char­
acteristics may be more difficult to con­
trol. As a result, designers of cell-based ICs 
that have both analog and digital circui try 
must examine the new operating charac­
teristics of the cells they use. 

Recent announcements of products 
from International Microelectronic Prod­
ucts Inc. (San Jose, Calif.) are revealing 
some of the trends defining the design of 
cell-based semicustom ICs that have both 
analog and digital circuitry. IMP now of­
fers digital and analog cells in 3-µ m , 2-
µ m , and most recently , 1. 2-µ m technol­
ogies . As the company sees it, the 
spectrum of mixed analog-digital applica­
tions for semicustom chips needs a variety 
of processes (see the figure). The 1.2-µ m 
process yields the highest:-performance 
digital cells and those analog cells with 
the highest bandwidth, but high-resolu­
tion analog circuitry needs the 3-µ m ana­
log cells because their operating character­
istics are more easily controlled. 

IMP's new analog and digital cell librar­
ies, ACL 1.2 and DCL 1.2, respectively, 
enable designers to build chips with ana­
log and digital functions. The digi tal cells 
can give the designers twice the functional 
density of designs implemented in 2-µ m 
technology. The smaller design rules also 
give the digital section a 40-MHz clock 
frequency, up from 25 MHz for 2-µ m 
designs. These results reflect the direct 
effects of scaling down digital circuits. 

The analog cells in the 1. 2-µ m process 
have a wider bandwidth than those in the 
2- µ m libraries. The unity-gain band­
width rises from 175 to 250 MHz, en­
abling the technology to implement a 
120-MHz video amplifier, for example. O n 
the other hand, smaller design rules con­
strict the cells' operating voltages . The 
1. 2-µ m cells will operate off 0 to 5 V, 
whereas their 3-µ m counterparts can ac­
commodate signals between - 5 and + 5 
V. The wider signal range of the larger 
geometries makes them better for applica­
tions requiring high precision , such as 
biomedical systems. 

NCR Corp. (Fort Collins, Colo.) has re­
leased details on its 2-µ m and 1. 5-µ m 
analog cell families that show how analog 
performance may not keep pace with digi­
tal as technology sizes shrink. Some of 
their shared characteristics are character­
ization over the military temperature 
range , a power-down mode in some cells, 
operation down to 3 v, 0-v common-mode 
range, and kit parts for e·very cell for 
breadboarding. Both libraries include 

Continued on page 129 
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180 MHz with low power. 
It's cause for celebration. AMCC extends 

its lead as the high performance/low power semi-
custom leader with three exciting, new BiCMOS logic 

arrays that optimize Q14000 SERIES 
performance where Qz1oos Q910os Q14ooost 
today's designs need Equivalent Gates 2160 9072 13440 

Gate Delay' jnsj .7 .7 .7 

it most. In throughput Maximum 1/0 180 180 180 

(Up to three times faster _Fre~qu_enc~y i~MH_zJ _____ _ 
Utilization 95% 95% 95% 

than 1.5µ CMOS). Power 

d 
Dissipation jWJ 1.3 4.0 4·4 

To ay, system uo 80 160 226 

designers look at speed, Temperature COM, COM, COM, 
Range MIL MIL MIL 

power and density. For '12 loads, 2 mm of metal j tAvailable soon 

' 
good reasons. As CMOS gate arrays become larger and 
faster, designers can't meet their critical paths due to fanout 
and interconnect delay. As Bipolar arrays become larger 
and faster, power consumption becomes unmanageable. So 
AMCC designed a BiCMOS logic array family that merges 
the advantages of CM OS's low power and higher densities 
with the high speed and drive capability of advanced Bipolar 
technology. Without the disadvantages of either. 

Our new Q14000 BiCMOS arrays fill the speed/power/ 
density gap between Bipolar and CMOS arrays. With high 
speed. Low power dissipation. And, mixed ECL/TIL I/O 
compatibility, (something CMOS arrays can't offer) . 

For more information on our new BiCMOS logic 
arrays, in the U.S., call toll free (800) 262-8830. In Europe, 
call AMCC (U.K.) 44-256-468186. Or, 
contact us about obtaining one 
of our useful evaluation 
kits. Applied 
MicroCircuits 
Corporation, 6195 
Lusk Blvd., San Diego, 
CA 92121. (619) 450-9333. 

A Better Bi CMOS Array is Here. 
~[J¥t](g(g 
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Design Automation 

Rates High 

Marks at HP 

B ALANCE HAS al­
ways been a key ingredient in Bill 
Parzybok's professional life, and in 
his private life as well. Couple that 
with a man who has a tremendous 
amount of drive and enthusiasm 
for his job and it helps to explain 
the fast track record that Parzybok 
has had at Hewlett-Packard, 
where he is now a corporate vice 
president and general manager of 
the Engineering and Manufactur­
ing Systems Group . 

His college days were a harbin­
ger of the future . While keeping a 
busy schedule as a full-time elec­
trical engineering student at Colo­
rado State University, he was also 
president of both Sigma Chi and 
the local chapter of the IEEE , in 
addition to playing on the varsity 
soccer team. To keep his balance 
and accomplish all the goals he 
had set for himself, he recalled , "I 
had to learn how to manage my 
time better. When you're forced 
to prioritize your time, you tend 
to be more efficient ." 

Parzybok earned his bachelor's 
in electrical engineering and a 
master's in management at Colo­
rado State . In between, he spent 
the summer of 1967 working at 
HP "doing circuit simulation on an 
IBM computer. " He joined HP full 
time in 1968 , after completing his 
master's. 

Although he was interested in 
math and science and loved to 
build electronic kits and experi­
ments as a teen-ager , at HP he "got 
into marketing fairly early on with 
some important new products." 
But he didn't abandon his engi-
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HP's Parzybok Keeps 
His Balance 

neering roots when he started as a 
customer service engineer at HP's 
Loveland, Colo., operation. 

"Actually , I moved my desk to 
the lab and sat next to the people 
who invented HPIB . I worked with 
a guy named Jerry Nelson, and we 
built frequency synthesizers and 
network analyzers, " Parzybok 
said . "I enjoyed the circuit design, 
but I really got my kicks working 
with customers and showing them 
how to use HP instrumentation to 
solve some of their real problems." 

His enthusiasm and drive have 
served him well. Just five years 
after joining HP, he became mar­
keting manager of the Loveland 
Instrument Division. Three years 
later he became general manager 
of the Electronic Measurements 
Group and by 1981 Parzybok had 
most of the instrument division 
under his wing . 

HP was founded almost 50 years 
ago in the test and measurement 
business. But with the birth of the 
electronic design automation in­
dustry , many of the engineer's 
tools began migrating from the 
laboratory workbench to the engi­
neering workstation. 

As a result, HP formed the De­
sign Systems Group in 1984 to 
lead the company into design 
automation. Parzybok was chosen 

'I THINK 

TO BE 

A REAL 

CONTRIBUTOR 

YOU NEED 

SOME SORT 

OF BALANCE' 

as the group's first general man­
ager and is now vice president of 
the group, which has been reorga­
nized as the Engineering and Man­
ufacturing Systems Group . 

Although design automation is 
a fast-growing, multibillion-dol­
lar business, it 's not an easy mar­
ket to penetrate. While many 
competitors floundered , Parzybok 
moved his group from essentially 
nowhere in 1984 to one of the top 
10 leaders last year. 

Being responsible for more than 
2 ,200 employees and multiple op­
erations located throughout the 
world keeps Parzybok on the 
move. How does he feel about this 
heavy work schedule? "My profes­
sional life is very important to 
me, " he said, "and it takes the 
majority of my time. But my per­
sonal life is also very important to 
me, and a job that 's all-consuming 
is not healthy. I think to be a real 
contributor you need some sort of 
a balance. " 

One place that he balances his 
busy professional life is in the 
nearby Rocky Mountains. When­
ever he gets a chance, Parzybok 
likes to relax by mountain climb­
ing in the summer or skiing in the 
winter. He's also involved with 
woodworking and photography. 

But just as with his business 
career, Parzybok takes his leisure­
time activities very seriously . He's 
already climbed 30 of the more 
than 50 peaks in Colorado that are 
14,000 feet or higher. 

"I think you can get consumed 
by one part of your life or other, 
and that if you're not balanced, 
you end up making bad deci­
sions, " he continued . Judging by 
the results, it appears that Bill 
Parzybok has kept his balance. • 

- ROLAND C. WITTENBERG 
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AUTOMATIC SCHEMATIC. 
FUTUREDESIGNER: DUW LESS. DESIGN 
MORE. Introducing FutureDesigner™ -
the only advanced design entry work­
station that lets you describe your cir­
cuit in compact, high-level terms and 
create more complex designs faster. 
FutureDesigner's flexible, new tech­
niques encourage creativity and 
experimentation, helping you pro­
duce innovative products quickly and 
more accurately. 

MULTIPLE DESIGN ENTRY MODES FOR 
SPEED AND FLEXIBILITY. Describe 
your circuit with any combination of 
structural and behavioral representa­
tions. Use schematics to enter the 
structural portions of the design, such 
as data paths in a memory array. For 
portions easier to describe behaviorally, 
like sequencers or decoders, simply 
enter equations, truth tables or state 
diagrams using on-screen input forms. 

ADVANCED DESIGN VERIFICATION 
HELPS YOU GET IT RIGHT THE FIRST 
TIME. For the behavioral portions of 
your design, use FutureDesigner as a 
"what if" tool to try different design 
approaches. Immediately verify that 
your circuit works as you intended . For 
the structural portions, design check 
tools detect and help you correct con­
nectivity and other common design 
errors. Together these features signifi ­
cantly shorten the design iteration cycle. 

LOGIC SYNTHESIS CONVERTS YOUR 
EQUATIONS INTO SCHEMATICS. Once 
you've entered equations, state dia­
grams or truth tables, FutureDesigner's 
logic synthesizer eliminates redundant 
circuitry and optimizes your design for 
size/speed trade-offs. FutureDesigner 
is the only design entry workstation that 
will then automatically produce the 
correct schematics and integrate them 
with the total structural design . 

Data 1/ 0 Corporation 10525 Willows Road N .E., P.O. Box 97046, Redmond, WA 98073-9746 , U.S.A . 12061881-6444/ Telex 15-2167 
FutureNet 9310 Topanga Canyon Boulevard , Chatsworth , CA 91311 -7528 18181 700-0691 / Telex 910-494-2681 
Data 1/ 0 Canada 6725 Airport Road, Suite 302, M1ss1ssauga, Ontario L4V 1V2 14161 678-0761 / 06968133 
Data 1/ 0 Europe World Trade Center, Straw1nskylaan 633, 1077 XX Amsterdam, The Netherlands 1201622866/ Telex16616 DATIO NL 
Data 1/ 0 Japan Sumitomoseime1 Higash1sh1nbashi Bldg., SF, 2-1 -7, Higashi-Shinbashi , Minato-ku , Tokyo 105, Japan 

1031 432-6991 / Telex 2522685 DATAIO J 

©1987 Data 1/0 Corporation. 
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MORE CHOICES IN TECHNOLOGIES, 
VENDORS AND SYSTEMS. Future­
Designer is technology independent. 
Choose the most convenient mix of 
TTL, PLDs, gate arrays or other 
AS I Cs from a wide range of semi­
conductor manufacturers. You can 
easily migrate from one technology 
to another without redesign _ 

FutureDesigner output is an 
industry standard, widely accepted 
by engineering service bureaus and 
semiconductor vendors. You'll also 
have access to both FutureNet® and 
other CAD systems for simulation 
and PCB layout. 

Call us today and learn how a 
FutureDesigner workstation gives 
you the flexibility and accuracy to 
design innovative products faster. 

1-800-247-5700 
Dept. 123 

Future Net 
A Data I / 0 Company 



Build your 
gate array on 
a solid 
foundation. 
You want to implement your ASIC design 

quickly. With technology that meets your require­
ments. You need quality products and dependable 
delivery to maintain a competitive edge. In short, 
you expect a partnership built on a solid foundation. 
One you can count on for future designs as well. 

And, that's precisely what you get with 
Mitsubishi. A solid partnership with a technology 
base that includes in-house wafer processing, 
advanced packaging, demonstrated 
production capabilities and long-term 
commitment to R&D. 

Mitsubishi offers a broad range of gate 
array product capabilities, from 200 to 20,000 
useable gates. And, continuing development work 
at Mitsubishi's research laboratories is leading to 
sub-micron CMOS and even more advanced ASIC 
materials and processes. Unique variable track 
masterslice (VTM), 1.3µ.m gate arrays provide an 
ideal architecture for mixed random logic and 
memory designs. 

There's a broad range of packaging options: DIP 
and shrink DIP, SOP, PGA, as well as high pin count 
quad flat packages (QFP) and plastic leaded chip 
carriers (PLCC). 

Mitsubishi is committed to supporting your 
ASIC needs with CAD/CAE design tools to help 
you develop designs fast. For maximum flexibility, you 
can design on Mitsubishi's workstations or your own. 
Remote access to Mitsubishi's proprietary mainframe 
CAD system allows design verification on any termi­
nal with telephone access. 

Mitsubishi's design centers, located in Sunny­
vale, CA and Durham, NC, are networked with 
Regional Technical Centers and a gate array engi­
neering support staff ready to assist in all phases of 
design. 

Mitsubishi Electronics America, Inc. 
The solid foundation for all your ASIC needs. 

PACKAGING: 
Mitsubishi offers a broad 
range of industry-standard 
and proprietary packaging 
options. A leadership foun­
dation in high pin count 
surface-mount packages 
includes quad flat packages 
(QFP), now available with 
up to 160 l~ads. For through­
hole technology, Mitsubishi 
provides a cost-effective 
alternative to ceramic 
PGAs by mounting QFPs 
on a PC board adaptor 
(MPGA). . 



PROCESS: 
Low power, l.3µm, double 
metal CMOS technology 
is available today, with sub, 
micron levels on the way. 
Mitsubishi's patented* 
gate isolation structure 
provides 10% to 20% faster 
performance, with a 15 % to 
25 % higher gate density 
than conventional oxide 
isolation. 
*U.S. Patent No. 4,562,453 

MANUFACTURING 
COMMITMENT: 
Mitsubishi is committed to 
continued advancements in 
ASIC technology, quality 
and production capacity. 
Typical time from design 
to prototype is three to five 
weeks. Prototype approval 
to production is eight 
to ten weeks. 

DESIGN SUPPORT: 
At your workstation or 
Mitsubishi Design Centers, 
use industry,standard, 
advanced CAE tools 
with Mitsubishi's main, 
frame CAD system. Or, 
let Mitsubishi integrate 
your design. 

SERVICE: 
Mitsubishi offers design 
and applications support 
at centers in Sunnyvale, CA; 
Durham, NC and Regional 
Technical Centers. 

• MITSUBISHI 
Quality through commitment 1-.. ELECTRONICS 

For further information, call or write Mitsubishi Electronics America, Inc., 
Semiconductor Division, 1050 E. Arques Avenue, Sunnyvale, CA 94086, 
(408) 730-5900. 

U.S./CANADIAN REGIONAL SALES OFFICES AND TECHNICAL CENTERS: 
NW: Sunnyvale, CA (408) 730-5900, SW: Torrance, CA (213) 515-3993, N: Minnetonka, MN 
(612) 938-7779, NC: Mt. Prospect, IL (312) 298-9223, SC: Carrollton, TX (214) 484-1919, 
NE: Woburn, MA (617) 938-1220, MA: Hackensack, NJ (201) 488-1001, SA: Norcross, GA 
(404) 662-0813, SE: Boca Raton, FL (305) 487-7747, Canada: St. Laurent, Quebec (514) 337-6046. 

U.S./CANADIAN AUTHORIZED SALES REPS: AL: Beacon Elect. (205) 881-5031, 
AR: OM Assoc. (214) 690-6746, AZ: SMS & Assoc. (602) 998-0831, CA: Pathfinder Elect. 
(619) 578-2555, QC! (408) 432-1070, SC Cubed (805) 496-7307, SC Cubed (714) 731-9206, 
CO: Simpson Assoc. (303) 794-8381, CT: Comp Rep Assoc. (203) 269-1145, DE: Trinkle Sales 
(609) 795-4200, FL: Beacon Elect. (305) 997-5740, (813~ 796-2378, (305) 332-1940, GA: Beacon 
Elect. (404) 256-9640, Beacon Adv. Comp. (404) 662-8190, IA: Mid-Tee Assoc. (314) 275-8666, 
ID: ES/ Chase (503) 292-8840, IL: Phase 11 Mktg. (312) 303-5092, IN: Carter, McCormick & 
Pierce (317) 244-1685, KS: Mid-Tee Assoc. (913) 541-0505, KY: Makin Assoc. (513) 871-2424, 
LA: OM Assoc. (214) 690-6746, MA: Comp Rep Assoc. (617) 329-3454, MD: Trinkle Sales 

(609) 795-4200, ME: Comp Rep Assoc. (617) 329-3454, Ml: Carter, McCormick & Pierce 
(313) 477-7700, MN: Gibb Elect. (612) 935-4600, MO: Mid-Tee Assoc. (314) 275-8666, 
MT: Simpson Assoc. (801) 566-3691, NC/SC: Beacon Elect. (919) 787-0330, ND/SD: Gibb 
Elect. (612) 935-4600, NE: Mid-Tee Assoc. (913) 541-0505, NH: Comp Rep Assoc. 
(617) 329-3454, NJ: Trinkle Sales (609) 795-4200, Win-Cor Elect. (516) 627-9474, NM: SMS & 
Assoc. \602) 998-083 1, NV {Northern & Central): QC! (408) 432-1070, NV (Southern): 
SMS & Assoc. (602) 998-0831, NY: Win-Cor Elect. (516) 627-9474, Lamtec (315) 637-3738, 
OH: Makin & Assoc. (513) 871-2424, (614) 848-5424, (216) 248-7370, OK: OM Assoc. 
(214) 690-6746, OR: ES/ Chase (503) 292-8840, PA: Trinkle Sales (609) 795-4200, 
PUERTO RICO: Beacon Elect. (809) 728-5040, RI: Comp Rep Assoc. (617) 329-3454, 
TN: Beacon Elect. (404) 256-9640, (205) 881-5031, TX: OM Assoc. (512) 388-1151, 
(713) 789-4426, (214) 690-6746, SMS & Assoc. (El Paso) (602) 998-0831, UT: Simpson & Assoc. 
(801) 566-3691, VT: Comp Rep Assoc. (617) 329-3454, VA: Trinkle Sales (609) 795-4200, 
WA: ES/Chase (206) 823-9535, WI: Gibb Elect. (612) 935-4600, Phase 11 Mktg (312) 303-5902, 
WV: Trinkle Sales (609) 795-4200, WY: Simpson Assoc. (801) 566-3691, 
CANADA: Tech Rep Elect. (416) 890-2903, (613) 225-9186, (514) 337-6046, (604) 254-2004, 
(604) 432-1788 
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N D U S T R y N s c H T S 

CAE in Japan: 
japan Has Been 

Slower to Buy 

into CAB 

Misadventures and 
Opportunities 
ISADORE TAUB KATZ , DATAQUEST INC . 

O VER THE past 25 
years, the Japanese have estab­
lished themselves as leaders in the 
electronics industry, and to para­
phrase a current TV advertisement, 
the Japanese companies gained 
this leadership position the old 
fashioned way: they earned it. 
There were no magical software 
programs that made their designs 
better. Instead, they developed 
systematic approaches to design­
ing, manufacturing, and deliver- · 
ing high-quality products to cus­
tomers on schedule and at the 
right price. Long before CAD or 
CAM was ever invented, the Japa­
nese had created organizations 
that knew how to bring products 
to market successfully. 

It is interesting to observe how 
Japanese companies have ap­
proached the usage of computer­
aided engineering (and I mean just 
CAE and not computer-aided de­
sign). Whereas the American, and 
then the European, electronics 
companies were quick to adopt 
CAE , the Japanese have been much 
slower to buy into these technol­
ogies, despite the promise of ma­
jor productivity gains in the de­
sign process . 

Far Eastern investment in CAE 

has lagged behind both Europe 
and North America. While North 
American spending soared to over 
$500 million in the space of five 
years, 1981-1986, and European 
companies ' spending climbed to 
over $200 million in the same 

count the fact that part of the 
increase in Far Eastern CAE rev­
enues reflect the appreciation of 
the Japanese yen, then the lag in 
the Japanese CAE market becomes 
even more apparent. 

These figures are , however, 
somewhat deceptive. The Japanese 
semiconductor industry has made 
a significant commitment to CAE , 

even though other industry seg­
ments , particularly consumer elec­
tronics, have not. Also, the com­
puter and system manufacturers 
are now beginning to make invest­
ments in engineering tools. The 
Japanese CAE market does appear 
finally to be taking off. 

• WHY THE WAIT? 

There seem to be several reasons 
why most Japanese companies, ex­
cepting semiconductor manufac­
turers , have been slow to join the 
CAE revolution. 

• Technology and compettt1ve 
pressures in semiconductors 

• The role and behavior of ASIC 

users in Japan 
• The responsiveness and behav­

ior of CAE vendors 

period , Far Eastern spending has Taken together, these three 
remained under $200 million (see forces begin to explain why many 
the graph). If one takes into ac- Japanese companies have held off 
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major purchases of CAE tools. 
First, the Japanese semiconduc­

tor industry, as is true worldwide, 
was driven into the use of CAE 

tools by technology and competi­
tive pressures. In the case of VLSI 

chips, design complexity forced 
the adoption of software-based en­
gineering. For semicustom chips, 
the sheer design volume and need 
to service the customers pushed 
Japanese semiconductor suppliers 
into CAE. The Japanese semicon­
ductor suppliers invested in inter­
nally developed tools, such as log­
ic simulators or customized 
versions of SPICE; established joint 
ventures with foreign companies 
with software expertise (for exam­
ple, Toshiba with LSI Logic), and 
invested in commercially available 
tools from CAE suppliers like Dai­
sy, Mentor, and Valid. 

It is important to note that the 
movement to CAE by the semicon­
ductor companies also pushed the 
U.S. and European system houses 
to the use of CAE workstations, 
especially for ASIC design. In fact, 
the majority of the early purchases 
of CAE stations were for gate array 
development, and even today close 
to 40% of workstation-based CAE 

sales are for ASIC design. Indeed, 
many of the initial acquisitions of 
CAE by the Japanese semiconduc­
tor companies were explicitly to 
support their U .S. and European 
ASIC customers, not internal devel­
opment. 

This fact points to the second 
major reason for the slow adoption 
of CAE in Japan. The majority of 
the ASIC design work in the Japa­
nese market is still done by the 
ASIC supplier, not by the end user. 
That is a result partly of the fact 
that many of the chips are com-
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INDUSTRY INSIGHTS 

plex, full -custom ICs with large analog 
content for the consumer market, and 
partly of the service traditions in the Japa­
nese market. As a result, Japanese system 
houses have never been pressured into pur­
chasing CAE workstations as were their 
U.S. and European counterparts. While 
American and European companies eager­
ly turned to workstations as a means of 
controlling the design process and costs, 
Japanese companies were closely serviced 
by teams of application engineers from 
their ASIC suppliers. Hence , whereas ASICs 
served as an introduction to CAE for.. many 
U.S. and European companies, such that 
they are now applying engineering tools to 
a much wider variety of design problems, 
potential Japanese users have not had the 
benefit of this focused start in design 
automation. 

Finally, the third major factor was the 
behavior of the CAE suppliers themselves. 
Although there are several major Japanese 
vendors in the CAD (IC and PCB layout) 
markets, such as Zuken and Seiko, the 
majority of the CAE companies have been 
new, u .s. -based companies. Not only have 
these companies, collectively, experienced 
significant ups and downs in a very short 
span of time, but individually many of the 
suppliers went through excruciating gyra­
tions with their distributors . A few sup­
pliers, such as Mentor Graphics and, now, 
Valid Logic, have set up strong direct­
sales organizations, but this move has 
been the exception and not the rule. In a 
marketplace where a company's reputa­
tion, service, and support are just as im­
portant as product functionality, this sort 
of behavior does not lend itself to success. 

Moreover, the U.S. CAE suppliers have 
not made a great deal of progress toward 
"Japanizing" their products. Few suppli­
ers have gone to the extra effort of deliver­
ing kanji documentation, let alone kanji 
versions of their software. In addition, 
rather than trying to integrate their tools 
into the Japanese methods of developing 
products, the CAE vendors have tried to 
push their own design methodologies onto 
the user. Yet the Japanese vendors have 
successful and competitive methods for 
bringing products to market, and as the 
saying goes , " if it ain 't broke, don't fix 
it .,, 

To the extent that engineering tools 
had been used in the Japanese market, 
they were mainframe-based and closely 
linked to their design and manufacturing 
capabilities. Forcing isolated, worksta­
tion-based tools into these environments 
was bound to meet resistance. 
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• WHAT HAS CHANGED 

Nonetheless, the Japanese market is one 
of the fastest-growing regions for CAE to­
day. Dataquest's current forecasts are that 
Japanese CAE revenue growth should re­
main between 10% and 20% for the next 
two to three years. By 1992, we believe 
that the Japanese CAE market could begin 
to rival the U.S. market in size. This 
growth is coming both from continued 
purchases by the semiconductor compa­
nies and, as preliminary results from a 
Dataquest survey of Japanese EDA users 
indicates, much wider penetration among 
the Japanese system houses. (The com­
plete analysis of this survey is to be com­
pleted in the near future.) 

The initial barriers that kept Japanese 
companies from purchasing CAE in the 
past seem to be breaking down. First, and 
perhaps most importantly, are changes 
among the CAE suppliers. These changes 
include the original U.S. CAE suppliers , 
key distributors, and new entrants to the 
market from the traditional electronics 
companies- u .s. and Japanese-like Fu­
jitsu and Hewlett-Packard. All these orga­
nizations are paying increasing attention 
to the service, support, and reliability 
issues that are essential to selling within 
the Japanese market. We are even starting 
to see the first kanji documentation and 
products that are the key to long-term 
market growth. 

The second major change is the Japa­
nese workstation revolution and the shift 
from centralized to distributed comput­
ing. From 1986 to 1987, the volume of 
technical workstation shipments in Japan 
rose from 4,500 units to 16,328, an in­
crease of over 260% . Moreover, over 30% 

of these stations were made by Japanese 
vendors such as Fujitsu, Hitachi, NEC, 
and Sony. Falling hardware prices and the 
rapid diffusion of workstations into Japa­
nese companies have made the introduc­
tion of typical CAE products much simpler 
as they increasingly fit within the comput­
ing environment. 

The final shift concerns the Japanese 
electronics companies themselves . It ap­
pears that rising design complexity at the 
ASIC and system level, competitive pres­
sures, and growing familiarity with CAE 
capabilities and suppliers are leading the 
Japanese system houses to invest in CAE. 
These companies are assuming increasing 
responsibility for ASIC design from the 
semiconductor supplier through CAE tools 
and applying their new expertise to larger 
and larger problems. CAE has begun to 
arrive on the desk of the average Japanese 
engineer. 

What all that means is that there is a 
vast opportunity in the Japanese CAE mar­
ket. CAE workstation penetration today in 
Japan is at most 15 % of the total available 
market, and the recent spread of engineer­
ing tools and workstations to a much 
wider audience shows that the market is 
starting to take off. Nonetheless, the Japa­
nese market is very complex, as is CAE 
itself, and will take time to reach its full 
potential. It will be up to the CAE suppli­
ers to deliver products and services that fit 
with the requirements of the Japanese 
customers and not vice versa. • 

ISADORE TAUB KATZ is an industry analyst at 
Dataquest, responsible for managing and di­
recting research in the electronic CAD/CAM 
market. Before joining Dataquest, he was a 
product marketing manager at Daisy Systems. 
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new 32-bit microprocessor ar­
chitecture from Motorola, the M88000 was designed in only 20 months to meet several 
stringent design goals. An extensible architecture and instruction set that also balanced CPU 
power and memory throughput led the designers to follow a supercomputer model similar to 

Control Data Corp.'s 7600 computer. GENESIS 
The centerpiece of the architecture is multiple pipelined function units 

that execute independently and concurrently. These units execute out of a O T 
register set with hardware-monitored interlocks called scoreboarding. In F HE 
addition, separate data and instruction paths to memory and combination 
cache-and-MMU chips completed the initial design goals. Silicon compila- 8 8 0 0 0 
tion tools satisfied the short design time 
requirements by leveraging the designers ' 
engineering expertise. 

• DESIGN REQUIREMENTS 

Motorola began work on a new micro­
processor architecture to meet some chal­
lenging system goals. Designed with the 
aim of being the basic processor of future 
workstations and high-end embedded sys­
tems, the architecture had to support 
Unix and provide a direct path for high­
level language software developed on ex­
isting machines. It also had to support 
multiple simultaneous processes. More 
importantly, to provide higher power for 
superworkstations and supermrntcom­
puters, the architecture had to accommo­
date multiprocessor designs . Multi­
processor support meant that different 
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levels of throughput could be achieved 
with the same basic system design but 
different numbers of CPUs. Additionally, 
to support one-clock-cycle memory 
throughput, separate data and instruction 
paths and elegant cache algorithms were 
necessary. 

All these system requirements had to be 
put into silicon under the pressures of a 
short design cycle, aggravated by develop­
ments occurring at other companies . 

The designers decided that partitioning 
a supercomputer architecture into a set of 
chips was the best method to achieve the 
design requirements. They borrowed from 
existing supercomputer designs several 
concepts for high throughput . The exis­
tence of multiple pipelined function units 
(processors), as well as independent data 
and instruction ports communicating 

with cache chips having on-board memory 
management, illustrates the 88000 fam­
ily's use of fine-grain parallelism . In addi­
tion, pipelining techniques allow the pro­
cessing units to deliver results every clock 
cycle. To support concurrent processors 
with pipeline structures , a flexible register 
file and hardware scoreboarding mecha­
nism incorporate data-flow concepts . 
These concepts allow the computer and 
software to use the multiple processing 
units efficiently. The initial results of the 
design, the first members of the 88000 
family, consist of a CPU chip and a cache­
MMU chip (Figure 1). 

• DESIGN TIME REQUIREMENTS . 

As mentioned, when the development 
of the 88000 family began in 1985 , in­
creased competition and economic condi-
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tions constrained the development pro­
gram. Not only was the design team few 
in number , but also the design cycle had 
to be compressed to get the chip in pro­
duction as soon as possible. In addition, 
"flexibility" had to be designed into the 
product so that future derivatives could be 
developed quickly. Even so, the design 
had be compact for manufacturability and 
performance. 

These constraints produced a need for a 
highly automated design system, a turn­
key one that needed little overhead sup­
port. Also, because of Motorola's extensive 
experience in semiconductor design and 
manufacturing, the system had to be con­
figurable so that company engineers could 
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have complete control over the design. 
Motorola chose the GDT system from 

Silicon Compiler Systems (SCS) because of 
its integration into one environment of all 
the critical design tools : functional model­
ing , circuit design, physical layout , simu­
lation, and verification. The integration 
allowed the one system to carry the project 
from early arhitectural decisions to final 
layout. Also, the integrated mixed-mode 
simulation and procedural layout capabili­
ties of GDT allowed Motorola to use an 
iterative, rather than a serial, design pro­
cess for the 88000 family . In addition, 
Motorola was able to customize the tools 
to fit its needs by defining a design meth­
odology , integrating transistor models, 

and connecting existing CAD tools to the 
GDT environment. 

The basic micro-architecture of the pro­
cessor was defined in a top-down ap­
proach. Using M, the behavioral modeling 
language in GDT, the team developed a 
functional model of the chip. In most 
respects, this model reflected the hierar­
chy of the circuitry . It provided an "ex­
ecutable specification" that was compati­
ble with other aspects of the design , thus 
avoiding the need for a breadboard and 
saving engineering resources for other de­
sign tasks. 

The circuitry of the 88000 chips was 
designed in a bottom-up approach in par­
allel with the top-down design . The de-
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Figure 1. The 88000 "supercomputer" architecture, composed of independent, pipelined function units, takes form 
in the MC88100 CPU and the MC88200 cache- and-memory management unit (CMMU). 

signers created the layout for the lowest­
level leaf cells by hand using Led, the 
graphical editor in GDT. The designers 
used L, the GDT programming language, 
to create compiler modules that wired 
together the leaf cells into blocks in in­
creasing levels of hierarchy. This combina­
tion of graphical and procedural circuit 
design resulted in a chip density compara­
ble to that of handcrafted chips, and it also 
retained the flexibility of an automated 
design approach . 

• REGISTER-DRIVEN PROCESSORS 

The heart of this multiprocessing archi­
tecture is the register file's "operand bus" 
and the hardware scoreboarding. The 
scoreboard (Figure 2) synchronizes oper­
and usage by the multiple function units. 
The instruction register (IR) has the regis­
ter operands in the same fields of every 
instruction, allowing register decoding to 
be done in parallel with instruction decod­
ing. The register decoder fetches the oper­
ands and also checks the scoreboard bits 
for those operands. If any of the S 1, s2, or 
D (destination) operands has a scoreboard 
bit set, execution of the instruction cannot 
begin. The scoreboard bit of a destination 
register is set when an instruction is start­
ed and cleared when the result is written 
back into the register . 

The function units are clustered on the 
operand bus with equal access to the regis­
ter file, as in a supercomputer design. The 
scoreboarding not only makes possible a 
type of data-flow architecture-by ensur-
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ing that instructions are processed only 
when the operands contain valid data- it 
also relieves the compilers of having to 
worry about the use of registers . Software 
can run on the 88100 microprocessor 
without any regard to register usage. 
Properly written compilers, however, can 
make better use of the pipelines than the 
hardware scoreboarding by itself. The 
scoreboarding mechanisms will also let 
future members of the 88000 family, 
which may have different levels of pipelin­
ing, be binarily compatible with the 
original. 

Using Led, the designers were able to 
lay out both the register file and a 
32 X 32-bit combinatorial multiplier in a 
matter of days. The layout helped the 
designers determine the area requirements 
and performance characteristics for these 
basic functions, factors that guided deci­
sions about the structure and number of 
registers in the processor and about the 
design of the instruction set. Similarly, 
Lsim, scs's mixed-mode analog-and-digi­
tal simulator, was used to determine pipe­
line delays and, consequently, to make 
decisions about the number of pipeline 
stages and their length. Many different 
regions were simulated at the same time 
using different levels of abstraction. 

With the register file and scoreboarding 
providing the backbone, the processor 
uses four processing circuits called func­
tion units. These basic functional units are 
the integer and bit field unit, the data 
memory unit, the floating-point multipli-

er, and the floating-point adder. The two 
floating-point units are grouped as a sin­
gle special function unit (SFU)--the two 
physical circuits reside at one logical ad­
dress-so that they can be considered one 
unit logically, although they execute con­
currently . Similarly, the integer unit and 
the data memory unit occupy another SFU 
logical address. 

The integer and floating-point units 
can be considered coequals; they have 
equal access to the register file and score­
boarding function. Because of tighter cou­
pling to the register file and instruction 
decoder, this access yields more balanced 
throughput than those systems in which a 
floating-point processor resides on the mi­
croprocessor bus. Also, coequal access 
lowers the costs in machine cycles of 
switching types of processes . For example, 
an operation to remove the exponent from 
a floating-point number can use the ALU in 
the integer unit in the next machine cycle, 
because the number is in a register com­
mon to both processors. All software con­
taining a mix of integer and floating-point 
instructions should run faster with coequal 
processing units . 

The lower overhead to initiate an in­
struction begins floating-point operations 
in only one half a cycle; if the floating­
point processor were on the system's mem­
ory bus, the floating-point instruction 
would take three cycles to get to the 
processor. 

The functional units and register 
schemes were defined to support software 
developed on existing architectures. This 
capability depends basically on maintain­
ing the same representation of data and 
objects . 

In addition to the integer and floating­
point units, six more function units can be 
connected to the operand bus at SFU logi­
cal addresses. The hooks were placed in 
the architecture to make it extensible. 
Future enhancements -SFUs designed ei­
ther by Motorola or by customers- also 
can have equal access to the register file . 
These SFUs can operate concurrently with 
the other SFUs and can be pipelined. The 
SFU bus specification uses a very general 
prototcol to permit the incorporation of 
arbitrary extensions. 

To support the addition of SFUs, the 
architecture reserves 512 unique op codes 
for each of the six unused SFU addresses . 
One precise exception vector, one impre­
cise exception vector, and 64 control reg­
isters are allotted to each SFU. The SFU can 
use these registers in many ways, even as a 
FIFO. Bits in the control register space are 
allocated to enabling and disabling SFUs, 
thus supporting exception-handling facili­
ties in those units". 
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The function units were also designed 
from the ground up. By wiring together 
several leaf cells, the designers created 
primitive functional blocks such as an 
adder and a barrel shifter. Generators then 
wired these blocks together to form larger 
blocks , until such blocks as the floating­
point adder pipeline and the integer ex­
ecution unit were complete. 

• B UILDING THROUGHPUT 

To keep the processor executing 
smoothly, a pipelined data memory unit 
and an instruction unit provide data and 
instructions to the CPU at a rate of one each 
per clock. The data unit is bidirectional; it 
serves as a pipeline for new data to the 
register file and also loads data from the 
register file back into the data cache. 
Because it operates in a pipelined manner, 
it can accommodate cache misses without 
stalling the rest of the machine. It can be 
considered part of a processing pipeline 
because it operates independently while 
other instructions are processed. 

The instruction unit both fetches instruc­
tions and performs most of the instruction 
decoding. It assigns processes to a particular 
function unit, which will then execute 
them. It also sends control signals to the 
register file to coordinate instruction execu­
tion and the scoreboard circuitry with the 
operands needed for the instructions. 

Under the control of the hardware 
scoreboarding, the MC88100 can execute 
optimized and unoptimized code. Consid­
er, for instance , the inner loop of a fast 
Fourier transform. Uncompiled , it ex­
ecutes sequentially, requiring 5 3 clock 
cycles. When compiled with a scheduler 
algorithm, the instructions overlap sig­
nificantly because the scheduler under­
stands data dependencies and the pipe­
lined operation of the functional units . In 
Figure 3, the inner loop has been com­
piled with the scheduler algorithm (release 
1.0) and executes in only 27 clock cycles . 

Critical to the data and instruction 
pipelines is the "Pbus" between the pro­
cessor and the CMMUs. It is synchronized 
through phase-locked loop circuits be­
tween the clocks on the chips so that the 
clocks operate synchronously. By coordi­
nating the clock signals on the chips, the 
Pbus needs no handshaking cycles. Func­
tionally , it seems that there is one clock 
for both chips , so that the chip boundaries 
are invisible. The synchronous bus be­
tween the parts , in effect, becomes an­
other part of the overall pipeline. 

After designing the data memory unit 
and instruction unit in the same manner as 
the previous blocks , the entire chip was 
assembled from its major blocks by using 
generators . Specialized L programs routed 
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Figure 2. The register scoreboard mechanism concurrently fetches operands and scoreboard bits for returning 
results. The sequencer can thus control concurrency using the scoreboard as a synchronization mechanism. 

the global signals and various buses from 
one major block to the next . 

The full chip was verified in several 
different ways. The functionality and tim­
ing of the major blocks of the circuitry had 
been verified as part of the design process. 
The entire chip was simulated at the 
switch level to check functionality, which 
was automatically verified by comparing 
the results of two levels of simulations of 
the chip, one constructed of the switch­
level integer unit and the functional mod­
el of the floating-point unit and the other 
a pure functional model . 

Timing verification was done by replac­
ing circuit modules with equivalent func­
tional models. These functional models 
had timing information built into them so 
that they could accurately replace the cir­
cuitry . As a final functional check, the 
entire integer section was simulated using 
Adept , an advanced circuit-level simula­
tor included in Lsim that is as accurate as 
SPICE but runs in a fraction of the time. 
This 75 ,000-transistor full-circuit-level 
simulation executed in 30 clock cycles and 
took some 30 hours to run on a 68020-
based workstation. 

Finally , the entire chip database was 
translated into the GDS II format and de­
sign-rule-checked using Motorola's batch 
checker. The translated database was then 
sent to the mask shop. 

• CACHE-MMU D ESIGN 

Any high-performance processor re­
quires high-performance memory mecha­
nisms to keep the processing hardware 
operating as close to the peak execution 
rate as possible. Without caches, memory 
accesses become a severe bottleneck to 
throughput. Incorporating caches presents 
difficult design choices based on whether 
the cache stores logical or physical ad­
dresses. Placing the MMU on the processor 
chip may speed address translation , but it 
slows addresses on their way to the cache , 
and that slowup can require the use of wait 
states or an expensive cache design. Stor­
ing logical addresses in the cache, on the 
other hand , makes it difficult to maintain 
cache coherency . 

The designers decided therefore to place 
the MMU with the cache in one, separate 
chip (Figure 4) , with one or more of these 
chips for the data port and one or more for 
instruction port. Each access to the cache 
- MMU (CMMU) chip is processed in one 
clock period , providing the data or a miss 
signal back to the processor each machine 
cycle . This concurrency offers the simplic­
ity of a physical cache with the speed of a 
logical cache by overlapping address trans­
lation with cache look-up. 

When a logical address is presented to 
the CMMU, it decodes bits 11 through 2 , 
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Mentor Grav.hies 
lets you combine 
ASIC and board 
circuitry in a 
single simulation. 
Trouble in ASIC paradise. 

The big day has arrived. 
Your first gate array is back from the foundry. 

With high expectations, you plug it into your 
board and power up. 

It doesn't work. 
Don't feel alone. Over 50% of ASICs aren't 

operational when first installed in their target 
system. Even though 95 % pass their foundry 
tests with flying colors. 
An immediate solution. 

Mentor Graphics shifts these even odds 
heavily in your favor with our QuickSim™ logic 
simulator, which lets you simulate both your 
ASIC and board circuitry in a single run. 

With QuickSim, you not only track 
the internal operations of your ASIC 
circuitry, but also its transactions 
with the system at large. If there's a 
problem, you see precisely where it's 
located, either inside or outside 
your ASIC. All in a single, interac­
tive simulation environment, 
where you can view and graphi-
cally "probe" the circuitry created 
by our NETED™ schematic editor. 
Check out our libraries. 

Library support is an ideal 
benchmark to gauge the true 
worth of an electronic 
design automation system. 
The more diverse and plenti-

ful the component modeling libraries, the 
greater the design capability. It's as simple as 
that. 

By this simple, yet decisive measure, Mentor 
Graphics brings you unequaled design capabil­
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their own ASIC libraries (with little guarantee of 
accuracy), more ASIC vendors put their libraries 
on Mentor Graphics workstations than any 
other. And in most cases, we're the first work­
station supported, which means you have the 
first shot at exploiting new chip technologies. 

With Mentor Graphics, you get a breadth of 
LSI and VLSI component models, both hardware 
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with ASICs in a single simulation that cuts your 
run time to an absolute minimum. 
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Figure 3. Unscheduled, the execution of an FFT single-precision inner loop takes 53 clock cycles; a compiler can cut that figure down to only 27 clock cycles through intelligent 
scheduling of the operations. The arrows show where data from one operation is fed directly to another, according to direction from the scoreboard mechanism. 
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Figure 4. The cache-MMU (CMMU) performs address translation (on the left) and cache access (on the right) simultaneously, producing a result in a single machine cycle. 

which select four words in the cache. 
Simultaneously, bits 31 through 12 access 
block and page address translation caches 
(ATCs), producing a physical address. This 
address is compared with four physical 
address tags corresponding co the four 
selected words in the cache. When a 
match is found, the matched word passes 
through the multiplexer and on co the 
processor. When no match is found, the 
Mbus interface initiates a memory read 

32 V L S I S Y S T E M S D E S I G N 

cycle on the Mbus (a synchronous bus 
between the CMMUs and main memory) co 
fetch the requested data or instruction. 

Because the CMMU holds a physical 
cache, it can watch the memory bus and 
maintain its own coherency. Whenever it 
sees an address on the bus chat matches an 
address corresponding co data it is scoring, 
it cakes steps co maintain coherency. 

The cache is four-way sec-associative, an 
organization proven effective in prevent-

ing thrashing chat can occur in direct­
mapped caches. Most designers have diffi­
culty in designing any type of associative 
caching scheme, so Motorola provided the 
complete solution. The 16-Kbyce static 
RAM block was the largest cache chat could 
fit in the chip design. 

Because the GDT system captures de­
signs and design experience, Motorola 
could leverage its MC88100 design experi­
ence when designing the MC88200 CMMU. 
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Figure 5. Four systems built from the MC88100 and MC88200 chip set: single-C PU (A), dual-CPU (B), quad-CPU (C), and fault-detecting dual-CPU (D). In the fault-detecting 
system, one CPU is a master and one a checker; if the outputs differ, error pins are asserted within one-half clock cycle. 

The specifications for the CMMU called for 
the same clocking scheme and a similar 
output scheme as those of the 88100. 
Although the CMMU was designed in a p­
well process to create a stable static RAM 
cell, the n-well 88100 designs could be 
reused because the design database is inde­
pendent of the design ·rules. 

To meet design completion require­
ments, the 88200 was jointly developed 
by Motorola and scs. Motorola designers 
created the memory arrays and control 
circuitry, achieving 20-MHz, no-wait­
state performance from the CMMU. scs 
designers implemented the control log­
ic-including the memory translation 
logic, data cache/CAM access and replace­
ment logic, and hit/miss processing log­
ic-and bus interfaces, and they integrat­
ed the major blocks into a complete chip. 

The functional modeling language sim­
plified the coordination of the two design 
teams (who were 2,000 mi les apart). Mo-

. torola wrote functional models of the 
memory blocks that SCS used to verify the 
func tionality of the entire chip design. 
The models also helped the designers ver­
ify the control circuitry that controls 
131,072 bits of the cache memory array, 
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and they provided a convenient way of 
exploring architectural trade-offs. The re­
sult of any changes to the architecture or 
micro-architecture could be accurately de­
termined by changing the models . Also, 
the models provided complete documen­
tation of the functionality of the chip's 
various sections. The 88200 was complet­
ed about the same time as the 88100, 
requiring only 11 months of design time. 

Like the microprocessor, the CMMU has 
implementation flexibility. The two bus 
interfaces--one with the processor, one 
with the system bus-may be replaced 
with interfaces for other processors and 
system buses. In addition, the size and 
configuration of the cache and the memory 
management tables can be customized in 
future versions of the architecture to fine­
tune it for specific types of systems. 

The resulting chip set, operating at 20 
MHz, can execute instructions at a sus­
tained rate of 17 VAX-equivalent MIPS. 
Floating-point operations are executed at a 
sustained rate of 7 MFLOPS. The 88200 
CMMU offers the combined functions of 
both a 16-Kbyte cache and a segmented, 
demand-paged memory management 
system. • 
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They're easy to design.They're ready on time. 
And first-time success is virtually 100%. 

You've heard all about the excitement of 
ASICs. 

They improve performance, lower costs 
and make many new designs possible. 

But, unfortunately, you've probably also 
heard about one big potential problem: while 
many ASICs pass the tests specified by the 
designer, they don't always work in the real 
world. And that causes excitement you can do 
without. 

How to get first-time success. 
It starts with our Design Simulation Software. 

It's been rated the best in the industry by the 
people who should know-designers who 
have used it. Within three days, you can be up 
to speed, working at any of the major worksta­
tions in the industry, creating and revising 
your ASIC with ease. 

The standard cell advantage. 
You'll really appreciate the power of our 

standard cells, which allow you to integrate a 
whole system, including macros, memories, 
logic and peripherals, onto a single chip. 

We have cells with effective gate length as 
small as 1.5µ (.9µ coming soon) . And double­
level metal for higher-density chips that can 
handle higher clock speeds. 

You can choose from a wide range of 
Supercells, including the leading-edge 
RS20C5 l core micro, RAMs, analog functions, 
bit-slice processors, HC/ HCT logic, Advanced 
CMOS Logic, and high-voltage cells. 

If they aren't enough, we can even generate 

Supercells to your specs. 
And we're also in the forefront of silicon 

compiler technology. So we can offer you the 
ability to create designs that are heavily BUS­
structured, with your ROMs, RAMs, PLAs and 
ALUs compiled right into the design. 

We also bring you the resources of some 
very powerful partners, thanks to our alternate­
source agreements with VLSI on standard 
cells; WSI on macrocells and EPROMs; and a 
joint-development agreement with Siemens 
and Toshiba on the Advancell® library of 
small-geometry cells. 

Gate arrays, too. 
If gate arrays are better for your design, 

you'll be able to choose from our full line up 
to 50,000 gates, with effective gate length as 
small as 1.2µ and sub 1 ns gate delays. 

These gate arrays use "continuous gate" 
technology for up to 75% utilization. They 
are an alternate source to VLSI Technology 
arrays. 

We also alternate source the LSI Logic 5000 
series. 

And we have a unique capability in high-rel 
ASICs, including SOS. Our outstanding pro­
duction facilities here in the U.S. produce 
high-quality ASICs in high volume at very low 
costs. 

It almost sounds exciting for something so 
boring, doesn't it? 

For more information, call toll-free today 
800-443-7364, ext. 25. Or contact your local 
GE Solid State sales office or d istributor. 

In Europe, call : Brussels, (02) 246-21 -11 ; Paris, (1) 39-46-57-99; London, (276) 68-59-11 ; Milano, (2) 82-291 ; Munich, (089) 63813-0; Stockholm (08) 793-9500. 

GE Solid State 

GEIRCA/lntersil Semiconductors 
Three great brands. One leading-edge company. 'Trademark of General Electric Company, U.S.A., not connected with the English Company of a similar name. 
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MORE 

CAPABILITIES 

FOR SUPPORTING 

HIGH-VOLTAGE 

SIGNALS 
• 

Analog Semicustom !Cs 

ALAN P. RAMSEY , HITEK CONSULTING, AUBURN , NY 

As analog semicustom technology pervades the design tance) of performing all the func­
tions of a typical linear circuit 

of systems, it has developed more capabilities for board designed to work at, for 

supporting high-voltage signals: higher breakdown example, a dynamic operating 
range of ± 16 V. 

voltages, higher allowable current levels, better heat • VENDOR SELECTION 

dissipation, overtemperature protection, and higher gain­

bandwidth products. To implement analog circuitry, build­

ing-block circuits, usually gain cells, are implemented 

within analog arrays, and predesigned analog cells, such as 

op amps, make up macro libraries for cell-based ICs. SOIC 

surface-mount packages are also 
available, and some companies are 
trying to develop packages that 
have better thermal conductivity 
than the generic SOIC package. In 
addition, computer-aided design 
and design support are expanding, 
particularly in the area of sophisti­
cated but low-cost software for in­
dustry-standard workstations like 
the IBM PC and compatible person­
al computers. 

These developments are closely 
related and vital to extending the 
applications for analog semicus­
tom ICs. Progress with high-volt­
age implementations in the last 
year may underline the broad 
promise for the future of analog 
semi custom technology. High­
voltage ASIC designs are shrinking 
the size and weight, although not 

necessarily the cost, of a growing 
list of electronic systems. These 
semicustom chips, in both analog 
and analog-digital forms, are 
functioning as PWM (pulse-width 
modulation) controllers in switch­
ing power supplies; motor-speed 
controllers, timer controllers, and 
ground-fault detectors in appli­
ances, machine tools, and electri­
cal machinery; high-level drivers 
and receivers in computer periph­
erals; line-interface drivers for 
telecommunications, especially 
modems; and servo amplifiers, ac­
tuators, and transducer buffers in 
industrial control. 

A well-designed high-voltage 
analog semicustom IC, in fact, is 
capable (with the help of an exter­
nal component or two for tuning, 
large capacitances, and induc-

Most high-voltage analog semi­
custom devices are fabricated in 
bipolar technology, and there are 
considerable differences among bi­
polar silicon foundries. The phys­
ical structures and resulting per­
formance of active and passive 
comp~nents can vary as widely as 
the chips' architectures. The first 
step for any designer considering 
high-voltage semicustom ICs is to 
narrow down the field of foundries 
to those who have the combination 
of devices most likely to success­
fully integrate his design. Most 
foundries have specific strengths 
that tend to imply a special fitness 
for implementing particular types 
of applications . 

For the highest-rated transistors 
on analog semicustom ICs, Micrel 
puts DMOS transistors on its 
MDP8020 chip, along with bipolar 
and CMOS circuits (Figure 1). In 
some configurations, this chip can 
drive signal levels of 200 v peak to 
peak ( ± 100 V). Each DMOS tran­
sistor can drive signals ranging 
from 20 to 100 v, with current 
levels as high as 200 mA. On the 
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same chip, a single power supply, 
that delivers from 5 to 15 v, pow­
ers the CMOS digital and bipolar 
analog circuitry that the designer 
customizes. 

AT&T's complementary bipolar 
integrated circuit (CBIC) technol­
ogy fabricates fully complemen­
tary vertical npn and pnp transis­
tors on the same chip. Most 
integrated processes use lateral 
pnp's, which exhibit inferior per­
formance. There are ways of de­
signing around the inferior pnp 
devices, but the conversion of dis­
crete designs should be simpler 
with complementary transistors. 

If a circuit design requires very 
close tolerance resistances, or re­
sistors with a high breakdown 
voltage, the designer should look 
for semicustom ICs with thin-film 
resistors. These resistors have bet­
ter relative tolerance and durabil­
ity than resistors fabricated in ei­
ther polysilicon or bulk silicon. 
Raytheon , for example, uses sput­
tered SiCr resistor arrays on all its 
high-voltage analog chips. Tek-

ILL U STRATION CH E RI DORR 

tronix offers NiCr resistors as an 
option. 

Plessey Semiconductors, having 
acquired Ferranti Interdesign and 
its Macrochip family in March, 
offers a compound active device 
called a "monistor," in addition to 
three sizes of npn transistors (in­
cluding vertical npn devices). Be­
cause monistors are included in 
each array cell on the high-voltage 
MV series chips, efficient device 
utilization and relatively easier 
layout should be possible. Plessey 
offers a variety of design tools, 
including libraries of macrocells, 
seven different versions of SPICE 
models and proprietary programs 
on standard workstations. 

Robust IC design backs up the 
Genesis 8000 semicustom array 
from Cherry Semiconductor, mak­
ing it a good choice for high­
current designs. By attaching a 
large lead frame on a standard-size 
package, the company, which also 
designs, fabricates, and markets 
standard ICs, has developed one of 
the first surface-mount packages 

that supports relatively high pow­
er dissipation. 

Given the variety in foundry 
specialties, it is difficult for the 
designer to evaluate all the found­
ries in depth. Once the decision is 
made, however, the foundry's 
strengths should make the rest of 
the semicustom design experience 
easier. 

• HIGH-VOLTAGE DESIGN 
CONCERNS 

Designing a high-voltage ana­
log circuit for semicustom inte­
gration is not very different from 
designing a low-voltage IC. The 
designer, however, must be more 
careful of such typical design char­
acteristics as layout parasitics, 
transients, high currents, thermal 
gradients, and noise. 

Parasitics. Stray leakage cur­
rents often occur at "cross­
unders"- where one signal crosses 
another. These currents can be 
controlled by using cross-unders 
sparingly and by following the 
foundry 's recommendations con-

H IGH-VOLTAGE 

ASIC DESIGNS 

ARE SHRINKING 

THE SIZE AND 

WEIGHT OF 

A GROWING 

LIST OF 

ELECTRONIC 

SYSTEMS 
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age drop problem, especially if bond wire 
resistance is significant . One approach to 
bond wire resistance uses separate force 
and sense lines (Figure 2). A similar 
scheme might be considered for eliminat­
ing ground loops by bringing separate 
ground traces together at a common 
point. 

Thermal gradients. A thermally induced 
difference in base-emitter voltage (V BE) 

among on-chip transistors can upset the 
balance of a current mirror or a bandgap 
reference . Because of thermal gradients, in 
general it's good practice to group all 
power elements toward one edge of a chip 
and all heat-sensitive elements (differen­
tial pairs, for instance) toward the oppo-

..,....,.. ..... ..,......, ........ ....,. ....... -.. ________ 1 site edge. Some chip architectures prevent 

Figure 1. The MDP8020 combines 100-V DMOS power FETs with analog and digital arrays and components to provide 
a chip that can support a wide range of custom power control applications. 

Figure 2. Separate force and sense lines can be used to reduce the effect of common bus voltage drops. 

cerning which terminals of an on- chip 
element to use. 

Cross-unders also introduce stray ca­
pacitance between the signal line and the 
substrate . Although the magnitude of 
such capacitance is only a picofarad or 
two , it adds up as a signal crosses a chip . 
In the presence of the large voltage swings 
of a high-voltage IC, stray capacitance can 
reduce operating frequencies significantly. 

Transients. High-voltage spikes that ex­
ceed the breakdown voltage of the chips' 
transistors should be suppressed at the 
power supply . Although some ICs may 
withstand transients as high as 500 V for 
durations of 1 µs , such stresses are likely 
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to reduce circuit reliability over the long 
term. 

High currents . Extra care must be taken 
in the routing of high-current paths. Al­
though the metal used will have a low 
resistivity (roughly 30 f!/sq), even a small 
resistance can cause a measurable voltage 
drop with sufficient current density. In 
sensitive input-signal paths, the voltage 
drops can cause unwanted offset voltages 
and ground loops. 

At least one silicon foundry (Raytheon) 
will widen high-current traces whenever 
practical if the circuit designer identifies 
them on his schematic. Widening a trace, 
however , may not completely solve a volt-

this segregation, but these chips usually 
provide some type of thermal symmetry or 
balance in the circuit layout. 

Ideally, sensitive matched pairs of tran­
sistors should be equidistant from the heat 
source . If not, they should be laid out in 
formations that balance the effects of ther­
mal gradients approaching from any direc­
tion . For example, the designer can lay 
out resistors in a square and connect oppo­
site sides of the square in series ; the two 
resulting resistor chains will experience 
the same degradation from thermal 
gradients . 

Even with such precautions , compensa­
tion voltages may still need to be included 
in thermally sensitive designs. Compensa­
tion techniques are most effective with 
designs that already have some thermal 
balance. 

Noise. The interface between digital 
logic and analog circuits should be de­
signed to avoid noise injection from high­
vOftage railS or from transmission lines . A 
bandgap regulator and buffer circuitry are 
needed in typical ASIC designs. 

Other "common sense" practices need 
to be followed during the layout of a 
design that contains not only high vol­
tages and high currents , but also a mix­
ture of low-level analog and digital control 
elements. Outputs and noninverting am­
plifier inputs, for example , should not be 
placed on adjacent bonding pads to mini­
mize positive feedback that could be intro­
duced by the coupling between adjacent 
leads . If some I/O pads are unused , it is 
preferable to spacing signals evenly around 
a chip is preferable to bunching them 
together. Also , low-noise , high-gain in­
puts should be located away from bonding 
pads that have short-transient waveforms 
to prevent noise injection , and a ground or 
supply pad should, if possible , be placed 
between the pads in this case . 

Provided that the chip and its elements 
can withstand the potentials , it is reason-

MA Y 1 988 



For ffigh Speed with low Power. 
AMCC has the chips worth cheering about. When you need 

the versatility of high speed with low power in a bipolar array, 
our Q5000 Series Logic Arrays are the answer. They're designed 
for logic applications requiring speed/power efficiency. 
And they deliver. 

Today's hi-rel commercial and military semicustom applica­
tions need high performance and proven reliability. And, our 
Q5000 Series gives you both-without paying the power penalty. 

Our newest bipolar series is comprised of five arrays. All 
feature 4 levels of speed/power programmable macros and 
over 600 MHz 1/0 capability. One comes with 1280 bits of 
configurable RAM. 

Q5000 Series Key Features 
Equivalent Gate Delay: 210-545ps 
Flip/Flop Frequency: > 600 MHz 
Power Per Gate: lmW 
Speed/Power Product: 0.5pj 
Equivalent Gates: 1300-5000 
1/0 Pads: 76-160 
Operating -55°C to 

Temperature Range: +125°C 

AMCC Bipolar Logic Arrays 
have been designed with other 
flexible performance features in 
mind, too. Mixed ECL/TTL 1/0 
compatibility. Your choice of 
packaging. Full military screen­
ing. AMCC's MacroMatrix® 
de~ign tools. And, unrivaled 
customer support. 

To talk with an applications engineer about 
your specific needs, in the U.S., call toll free 
(800) 262-8830. In Europe, call AMCC 
(U.K.) 44-256-468186. Or write, Applied 
MicroCircuits Corporation, 6195 
Lusk Blvd., San Diego, CA 92121. 
(619) 450-9333. 

A Better Bipolar Array is Here. 
~~cgcg 
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Figure 3. A 175-MHz video display driver chip drives a full 50-V transition into a 6-pf load in just 2 ns. It takes advantage of cascading techniques to extend its peak-to-peak 
voltage-handling capability. 

ably easy to extend the operating range of 
a semicustom IC. Normally, the maxi­
mum operating voltage is defined by the 
transistor's collector-emitter breakdown 
voltage (BV crn). However, cascoding the 
output of one transistor into the input of 
another (as seen in Figure 3) multiplies the 
maximum operating voltage by the num­
ber of cascoded transistors. The new oper­
ating limit becomes the breakdown volt­
age between the collectors and the 
substrate. 

• H IGH-VOLTAGE APPLICATIONS 

A look at some recent applications of 
analog semicustom ICs suggests their vir­
tuosity. All of the chips mentioned, as 
well as others, are summarized in the 
directory beginning on p. 44. 

A high-voltage chip from Exar provides 
a solution to a common telecommunica­
tions application: a compact telephone­
line controller that can connect directly to 
the line. The direct connection is achieved 
through the chip's npn transistors, which 
have a breakdown voltage of 7 5 V. Both 
the switching power supply and a regula­
tor have been integrated. The resulting 
chip contains a temperature-compensated 
voltage reference, an oscillator, an error 
amplifier, a comparator, the output drive 
transistor, the flyback diode, and short­
circuit protection. This integrated version 
of the application has low-enough power 

40 V L S I S Y S T E M S D E S I G N 

requirements to operate off the low volt­
age and negligible current available from 
the phone lines. 

Another application combines high­
voltage signals with broad-bandwidth re­
sponse. The video display driver in Figure 
3 operates at 175 MHz, driving a full 50-v 
transition into a 6-pF load in only 2 ns. 
This circuit contains 147 devices and con­
sists essentially of an input buffer, a vari­
able-gain stage, a gain control circuit, a 
differential-to-single-ended amplifier, and 
a cascode output stage. 

The variable gain stage uses a pair of 
transistors (Q, and Q4) to implement a 
signal-gain stage. The collector circuits of 
this pair are controlled by a feedback loop, 
and the difference in V BE is applied to the 
gain stage to set the gain. This structure 
cancels the nonlinearity and drift contrib­
uted by the transistors' ohmic resistances 
and beta variations. 

Thermal distortion of less than 1 % is 
achieved by using four temperature-sens­
ing diodes (D 9- D 12) connected in series; 
these diodes produce a voltage that com­
pensates for the change in base-emitter 
voltage as the emitter followers and the 
common-emitter stage are heated from the 
common-base stage. 

Some external impedance-matching 
components (not shown) are used to 
achieve the maximum bandwidth into the 
capacitive load. The IC's package, a modi-

fied 24-pin DIP with an integral copper 
heat sink, dissipates 7 W and exhibits a 
thermal resistance of 6°C/W. 

This high-voltage, high-current chip 
from Tektronix, desi·gnated QuickChip 3, 
currently supports signal levels that are 
only as high as 34 V when used as a 
semicustom device; higher voltage levels 
will be accommodated through some cus­
tom techniques until the chip's double­
layer metallization has been rated for a full 
65 v. 

Raytheon's RLA-120 forms the basis of a 
semicustom high-voltage differential am­
plifier by using its op-amp cells and sput­
tered thin-film resistors. Four channels of 
the differential amplifier shown in Figure 
4 were required for a power-supply moni­
toring application. As long as the slew 
rate of the op amp cells is not exceeded, 
the inputs will withstand high voltages, 
with a maximum differential voltage of 
200 v . 

Using just two resistor ratios helps to 
minimize the gain error, thereby avoiding 
the accumulation of errors from more ex­
tensive resistor networks found in other 
implementations. Dielectrically isolated 
thin-film resistors, with breakdown volt­
age ratings of between 100 and 1, 000 v, 
allow the inclusion of on-chip scaling net­
works whose values track during tempera­
ture changes. On-chip resistor networks 
also reduce the overall component count. 
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Another IC from Raytheon's RLA series 
serves as a bandgap voltage reference in a 
missi le system . It uses "zener' zapping" 
instead of the more common laser trim­
ming to control the ratio of current densi­
ties in core transistors . Zener diodes, cre­
ated using the emitter-base junction of 
npn transistors, are selectively short-cir­
cuited by passing a short pulse of high 
current through them. Thin-film resistors 
complement this technique because they 
can withstand the 60-v surge needed to 
blow the diode junction cleanly. A design­
er wishing to zap zeners must reserve 
bonding pads (in this case, nodes A, B, and 
C) for wafer probes to access the zener-trim 
networks--one pad for each bit of adjust­
ment, in addition to a "return" pad, 
which is usually the power supply or 
ground . 

According to Raytheon Semiconductor, 
the circuit (Figure 5) stability and wide­
range operations that IC designers expect 
from a bandgap reference . Its use has 
tightened the output voltage manufactur­
ing tolerance to ± 1 % from a typical 3% 
to 5% . Levels of current for transistor Q 1, 

which controls the reference voltage , can 
be selected by zapping the combination of 
zener diodes Z 1, Z 2 , and Z 3 • 

The largest smorgasbord of macrocells, 
circuit components, and protection struc­
tures is found on Micrel 's MDP8020 (see 
Figure 1 again). One popular application 
of these resources is motor control, 
achieved by connecting the winding of the 
motor as a load on an H bridge . Alternati­
vely, this bridge can just as easily connect 
to a high-frequency transformer (100 to 
400 kHz) in a switching-mode power 
supply . 

Three half-H bridges form a standard 
delta or wye three-phase motor driver cir­
cuit. Each transistor in the bridge, an n­
channel DMOS FET with ratings of 100 v, 
200 mA, and 10 fl , can be connected in 
parallel with one or three other DMOS FETs 
for added current capability. Having 16 
FETs, 16 level shifters, and 16 drivers on 
the chip makes it possible for designers to 
realize a considerable number of drive ap­
plications . On-chip functions are com­
bined with a CMOS gate array and high­
and low-voltage linear elements , all of 
which implement the user's proprietary 
control circuits. 

Furthermore, Micrel has added protec­
tion against overheating to the MPD8020. 
Short-circuit current limiting and a band­
gap voltage reference form the first line of 
defense . An overtemperature detection 
circuit shuts down the chip when its tem­
perature reaches 150°C; with built-in hys­
teresis, it can restore functionality when 
the chip gets back down to 85°C. For any 
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50 kD 
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5 kD 
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R4 
50 kD 
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VOUT 

RI = R5 = IOR2 
R2 = R3 
R4 = R5 

R4 
A = -

v R5 

Figure 5. A 200-V differential amplifier is realized by using on-chip sputtered thin-film high-voltage resistor dividers 
to reduce the amount of common-mode voltage seen by the op amps. 

Figure 6. Selectively "zapping zeners" in this voltage reference circuit during manufacture has resulted in a 
tightening of the output voltage tolerance. 

given design, these trip points are mask­
programmable within the bandgap refer­
ence, whose output goes to the detect ing 
circuit. • 

A BOUT THE A UTH O R 

Alan P. Ramsey is a free-lance writer and commu­
nications consultant to client companies in the 
high-tech industry. He has worked in the 

industry since the early 1960s and in various 
writing and communications management posi­
tions for corporations and their agencies, in­
cluding GE's Aerospace Division, Ca/span 
Corp . and General Dynamics , before starting 
his own consulting service. Ramsey holds a 
British diploma in business from Kilburn Poly­
technic Institute (London) and an AAS in 
electronics from Lindsey Hopkins (Miami , 
Fla.). 
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We've mixed analog 
with digital to help you 
make it small in ASIC. 

NATIONAL INlRODUCES 
OP AMP, COMPARATOR, 
ANALOG SWITCH, AND 

BAND GAP REFERENCE CELLS 
DESIGNED TO CUT YOUR 

ANALOG REAL ESTATE 
DOWN TO SIZE 

Now you can bring the finest in 
analog performance right into the 
heart of your digital cell-based 
design. 

Because now, the people who 
wrote the book on linear offer you 
industry-standard functions in 
analog cells. 

With all the quality and reliability 
you've come to expect from National. 
Plus all the design and high-yield 
manufacturing expertise it takes to 
ensure you get the cells you need 
when you need them. 

EIGHT CELLS YOU CAN 
BUILD ON 

Our cell library now includes 
three general-purpose op amp cells, 
based on our popular LM324, with 
gain bandwidths ranging from .75 
MHzto3MHz. 

We've also developed theA021 
andA022 Comparators, which fea­
ture two different input common 
mode ranges. Both cells are similar 
in performance to our industry­
standard LM339. 

Our A241 Analog Switch is 
designed to handle signal voltages 
equal to, or less than,VDD while 
exhibiting a lower on-resistance than 

© 1988 National Semiconductor Corporation 

NATIONAL'S CELL LIBRARY 
INCLUDES: 

Op Amps 
• Wide input common mode ( 0.3V to 

VDD - 1.SV) 
• Up to 3 MHz gain bandwidth product 

Analog Comparators 
• High input common mode range (1.SV 

to VDD - O.SV) 
• Low input common mode range (0.3V 

toVDD - 1.SV) 
• Less than 70nS response time 

Voltage Reference 
• 2.SVBand Gap Reference 
• Tempco under 100 ppm/ °C 

Analog Switch 
• Analog signal range OV to VDD 
• Low on-resistance 100 ohms 

All are avai/abk in military, commercial 
and industrial temperature ranges and 
in a variety of high-density surface­
mount packages. 

most switches in our AHSOXX, LM, 
or LF families. 

As you'd expect, we've also added 
a 2.SVVoltage Reference, plus resis­
tors. And all our analog cells oper­
ate at the standard SV 

I 

PROVEN CELLS YOU CAN 
WORKWITII 

We're already working with digital 
ASIC designers who need basic 
analog functions without making 
basic analog u·ade-offs in size, weight 
and performance. 

One major automotive sub­
system manufacturer, for example, 
is currently testing our op amp and 
comparator cells in a revolutionary 
anti-skid braking system under 
severe environmental conditions. 

CIRCLE NUMBER 14 

Wherever there's a need for mixed 
digital and analog solutions that 
improve efficiency and reliability by 
eliminating bulky, power-hungry 
multi-chip configurations, there's a 
need for analog cells from National. 

FUTURE CELLS YOU CAN 
COUNT ON 

All our analog cells are fabricated 
in our proprietary M2CMOS process. 
Which guarantees you three impor­
tant competitive advantages: out­
standing low-power performance, 
noncopyable functional imple­
mentation, and a steady stream of 
other proven National analog prod­
ucts into our cell library 

The result? Your decision to go 
with National's analog solutions will 
continue to pay offlong after the 
decision is made. 

CELL EXPERTS YOU CAN 
TALK TO 

We can show you how a little 
analog functionality can make a big 
difference in your digital ASIC 
design. For details, call our Applica­
tions Hotline at (408) 721-6247, 
or write: 

National Semiconductor 
ASIC Solutions 
M/ S23-200 
P.O. Box 58090 
Santa Clara, CA95052-8090 

~National 
~ Semiconductor 



DIRECTORY OF HIGH-VOLTAGE ANALOG SEMICUSTOM 

COMPANY PRODUCT ACTIVE COMPONENTS PADS RESISTORS 
(TECHNOLOGY) 

n p n p Digital 110 Power Diffused Impl. 
(<0.1 A) (<0.1 A) (>0.1 A) (> 0. l A) gates only (#) (# ) 

AT&T ALA 400 series 66-100 66-100 2 2 0 38-44 0 0 232-656 
MICROELECTRONICS (complementary (100 n-10 
1 Oak Way bipolar) k!l) 
Berkeley Heights , N.]. 
07922 

S.K. Smith 
Product Planner 
(215) 439-7531 

CHERRY Gene~is 8000 42 26 18 8 0 23 0 427 0 
SEMICONDUCTOR (bipolar) (508 k!l total) 
2000 South County 
Trail 
East Greenwich, R .I . 
02818 

Gary Nielsen 
Marketing Manager 
(401) 885-3600 

DATA LINEAR DL104 family of 104-650 104-650 - - - 14-34 0 312-1930 0 
491 Fairview Way standard-cell arrays 
Milpitas, Calif. 95035 (bipolar, dielectrically 

isolated) 
Valentino Liva 
ASIC Manager 
(408) 945-9080, x466 

SPl 104 family 216 216 6 6 - 24 0 800 k!l Ni Cr 
ofmacrocell arrays uncom-
(bipolar, dielectrically mitted 
isolated; rad-hard) 

ELECTRONIC ETC-X 208 82 4 0 0 40 0 1672 0 
TECHNOLOGY CORP. (bipolar) 
525 E. 2nd St. 
Ames, Iowa 50010 

Liz Parcrick 
National Sales 
Manager 
(515) 233-6360 

EXAR CORP. X-100 Masterchip N .s. N.s. 4 N.s. 0 18 0 N .s. N.s. 
750 Palomar Ave. (bipolar) (615 kO total) 
Sunnyvale, Calif. 
94086 

Surjit Nijjer 
Product Marketing 
Manager 
(408) 732-7970 

INTEGRATED CIRCUIT 3-µ.m DLM Si-gate N.a. N.a. N.a. N .a. >100 N.a. N.a. N .a. N .a. 
SYSTEMS INC. CMOS 
1012 W. 9th Ave. 
King of Prussia, Pa. 
19406 

Bruce J. Rogers 
National Sales 
Manager 
(215) 666-1900 
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CAPACITORS MACRO- NPN OR NMOS M IN . SU PPLY TEMP. PACKAGES NOTES 
CELLS PERFORMANCE BVao (V) VOLTAGE RANGE 

(V) (OC) 
Fixed Prog. Range fT 

(# ) (# ) (pF) (MHz) h fE 

0 7-14 1-7 0 350 40-250 33 2.5-33 N.s. Plastic and ceramic Complementary 
DIP, PLCC, LCC, vertical npn and 
plastic SOJ, SOIC- pnp; 2 JFET tiles on 
narrow and wide ALA-400 
body 

0 0 - Program- N.s. N.s. > 50 1-50 N.s. Standard epoxy and Two dedicated 28-V 
mable ceramic, DIP, flat zeners 
bandgap pack, transparent 
reference (1) molded 

260 104-650 0.25- - l,000 150 > 35 35 - 55 to Cerdip, side-brazed, -
(l.6 pF) 2.5 + 125 LCC, QLCC, others 

on request 

14 14 5, 8, 18 Band gap - - 35 1.5, 2.5, 5 - 55 to Kit part Macrocells can be 
references (2 + 125 lifted for system 
mA), op layout 
amp (30 
MHz, 72 
dB, 5 mA; 
80 MHz, 110 
dB, 20 mA), 
comparator 
(25 ns, 0.4 
mA), trans-
impedance 
amplifier 
(400 V/µs, 
100 mA) 

8 0 0-10 - 400 158 75 N.s. N.s. Plastic and ceramic -
DIP, SOIC, LCC, 
PLCC 

- - - - N.s N.s. 75 N.s. N.s. N.s. -

N.a. N.a. 1-100 Configurable N.s. N.s. > 35 35 - 55 to Plastic and ceramic Cells assembled 
op amp, R- + 125 DIP, to 84 pins; from library on 
2R, AID, PGA industry-standard 
DIA, com- workstations; 
parator, fabricated to order 
bandgap ref-
erence, bal-
anced modu-
lators, pow-
er drivers, 
switches, 
current 
sources 
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Here are the 
keys to faster 
des· nof 

CMos 

mili ary ASICs ... 

"All my military and space "Same supplier, too ... 
AS/Cs ... same tools'" Harris." 

\ I 



r 
I 

AN LOG 

Ga A 

IQITAL 

One 
workstation, 

one company, 
for all your 

military /space designs. 
Remember when semicustom IC designing was impractical because your technology options were 

too limited, your CAD tools too new and turnaround too slow? · 
Times have changed! Now Harris makes designing military I space AS I Cs - in the broadest range 

of technologies - easier than ever. Because you use the same workstation and design tools for all. 
libraries of solutions: Our GaAs DIGI-11 library offers nearly 50 fully characterized cells 

that are ECL, TTL, CMOS or GaAs compatible. Or .. .in silicon our advanced HSC 2.0-micron rad­
hard CMOS library provides cells and macros you can intermix. Resident libraries also exist for CMOS 
and bipolar, analog, and digital plus analog/ digital mixed technologies. 

Hardware and software: Our open-system software CAE/CAD toolset fully integrates 
with Harris/Masscomp workstations, and meshes easily with other UNIX-based platforms. Daisy 
and Mentor support is also available. 

On to manufacturing: You handle the front-end; leave the back-end to Harris. We carry 
your ASIC design through to mask, then manufacturing - with the screenings you want and most 
popular packages: metal flat-pack, side-brazed DIP, chip carriers, and more. 

Guaranteed survivors: Now you can create ASICs that tap the high speed of GaAs, or 
the low power of CMOS, and are guaranteed to survive military and space environments. And you 
can do it faster. 

For more on military I space silicon and GaAs ASICs, call for our Rad-Hard/Hi-Rel Data Book. 
In U.S. phone 1-800-4-HARRIS, or in Canada: 1-800-344-2444; for GaAs ask for Ext. 1525, for CMOS 
ask for Ext. 1925. 

© 1987, Harris Corporation 
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DIRECTORY OF HIGH-VOLTAGE ANALOG SEMICUSTOM 

COMPANY PRODUCT ACTIVE COMPONENTS PADS RESISTORS 
(TECHNOLOGY) 

n p n p Digital 1/0 Power Diffused lmpl. 
(<0. 1 A) (< 0.1 A) (> 0.1 A) (> O. l A) gates only (#) (#) 

MICREL INC. MPD8020 See Notes See Notes See See 200 78 40 (1-250 kil) (1- 750 
1235 Midas Way (CMOS/DMOS/bipolar) Macrocells Macrocells kil) 
Sunnyvale, Calif. 
94086 

Marvin Vander Kooi 
Director of 
CMOS/OM OS 
(408) 245-2500 

PLESSEY MV series 60-208 2- 5 0 0 0 16-36 0 100-428 68-280 
SEMICONDUCTORS (bipolar) (1. 153-4.469 Mil 
1500 Green Hills Rd. cocal) 
Scotts Valley , Calif. 
95066 

Richard Padovani 
Strategic Marketing 
(408) 438-2900 

POLYCORE ELECTRONICS Maxi-chip MX-21 6 3 2 0 0 10 0 24 1 
INC. (bipolar) (54 kil coca!) 
1107 Tourmaline Dr. 
Newbury Park , Calif. 
91320 

S.K. Leong 
Vice President 
(805) 499-6777 

RAYTHEON COMPANY RLA series 97- 146 75- 85 3-4 0 0 24-44 2 0 0 
SemicondNCtor Division (bipolar) (see Notes) (see Notes) 
350 Ellis St. I 
Mountain View, Calif. 
94039 

Bruce D. Moore 
Linear Applications 
(4 15) 966-7757 

TEKTRONIX INC. QuickChip 4 294 174 6 0 User- 66 6 0 N .s. 
P.O. Box 500 (bipolar) selectable (1.38 Mil coca!) 
Beaverton, Ore. 97077 

David Berne! 
Marketing Manager 
(800) 835-9433, xlOO 

QuickChip 3 198 48 12 0 0 28 0 0 926 
(bipolar) (1 Mil total) 

QuickChip 2 150-524 82-240 3- 12 0 0 24-70 0 0 N .s. 
(bipolar) (2 . 2 Mil total) 
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CAPACITORS MACRO- NPN OR NMOS MIN. SUPPLY TEMP. PACKAGES NOTES 
CELLS PERFORMANCE BVcw (V) VOLTAGE RANGE 

(V) (OC) 

Fixed Prog. Range fT 
(#) (#) (pf) (MHz) hFE 

(40 pf total) 16 floating N.s. N .s. 100 20-100 Commercial, Commercial, Unapplied n- and p-
100-V, 200- industrial, military, power channel transistors 
mA DMOS military from gate array can 
FETs; 16 be used for general-
100-V p- purpose analog 
and n-chan- circuits; dedicated 
nel level zeners, various 
shifters; 12 voltages 
TTLJCMOS 
1/0 buffers; 
16 logic pre-
drivers; 3 
configurable 
gain cells; 
unity-gain 
buffer; 
bandgap ref-
erence; pro-
grammable 
master bias; 
voltage 
doubler; 
low-voltage 
pass regulat-
or; high-
and low-
level current 
mirrors 

4-8 0 5 0 350 100-400 40 Up to 40 Commercial, Variety, from Extensive library of 
(see Notes) industrial, plastic DIP to SOIC linear macro designs 

military (4/20-mA linear 
array cells each 
contain the small 
npn's, 22--88 
monistors, and 
resistors to support 
library macros) 

0 0 0 1-A npn 500 150 80 Up to 80 N.s. Plastic and ceramic Dedicated 1-A 
Darlington DIP, LCC, flat diode, 80-V BV 
(I) pack, unpackaged dedicated 5.8-V 

dice zener 

8-16 0 8.5 Gain cells 400 250 32 3-32 - 55 to Plastic and ceramic Thin-film sputtered 
(for amplifier compensation (8-15) con- + 125 DIP, LCC, PLCC SiCr resistor arrays 

only) figurable as standard 
op amp or 
comparator 
(some as op-
tional input 
amplifier) 

16 16 0-3 0 5500 85 32 <32 -55 to Plastic and ceramic Thin-film NiCr 
+ 125 DIP, quad, PLCC, resistors with laser 

hybrid trimming available 

16 12 0-3 0 2500 90 34 (see Notes) 4-34 -55 to Plastic and ceramic Thin-film NiCr 
+ 125 DIP, quad, PLCC, resistors with laser 

hybrid trimming available; 
double-layer 
metallization awaits 
approval for 65-V 
breakdown rating 

20-72 20-72 0-3 0 5500 85 32 <32 - 55 to Plastic and ceramic Thin-film NiCr 
+ 125 DIP, quad, PLCC, resistors with laser 

hybrid trimming available 
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"AUTOMATIC ASIC TES 
THAT'S WHAT WE 

AND WE NEED IT AT EVERY! 



r PROGRAMING. 
REALLY NEED. 
JAGE IN THE PROCESS." 

WE COULDN'T AGREE MORE. 
Tusting ASIC devices creates a whole new set of problems. 

Developing test programs, characterizing, verifying and debugging 
are, at best, unwelcome and time-consuming for ASIC designers. 
ASIC vendors can test the silicon, but not the custom functionality 
of the ASIC prototype. 'Ifaditional test approaches and traditional 
ATE merely compound the problem. 

At ASIX Systems our focus has always been exclusively on 
ASICs. From the start we took an entirely different approach to 
solving the unique ASIC test problems. We saw immediately that 
adapting existing ATE to try to fit to needs of AS I Cs didn't make 
sense. Designing a totally new, focused ASIC test system did. Not 
only did programs need to be automated, they needed to be devel­
oped from the design data base and menu-driven, so changes would 
be simple to make. And the test system itself had to be easy to use, 
designed for its particular environment, and a cost-effective 
alternative to the huge, expensive, complicated ATE. 

TEST SOLUTIONS FOR THE WHOLE ASIC COMMUNITY. 
Our unique perspective allowed us to understand that the 

ASIC world is not so much Design Engineers, Tust Engineers and 
Quality Engineers working independently. It's more a "community" 
of specialists whose tasks are intrinsically linked. So we made 
sure that we could provide another crucial element. Communica­
tion. In order to capture the vital time-to-market edge, what ASIC 
end users and vendors really need is the opportunity to use the 
same test programs and the same tester. That's what gives both 
environments a common frame of reference and the chance to 
generate test programs automatically from the design data base. 
That's the ASIX-1 family of test systems. 

ASIX· 1: ASIC TEST SYSTEMS THAT MAKE SENSE. 
We don't have the room here to tell you everything the ASIX-1 

family has to offer. But here are a few things to think about: 
automatic, menu-guided programming; data base management; 
ATE architecture and flexibility at an affordable cost; 256 true 
I/O pins; "zero footprint"; fully integrated PMU; automatic 
calibration; simple fixturing; no cabling; high 
MTBF. That's enough. If you're testing 
AS I Cs you know you have to see for 
yourself what the ASIX-1 can do. And 
the sooner the better. ASIX Systems 
Corporation· 47338 Fremont Blvd · 
Fremont, CA 94538. 

CALL: 1-800-FOR·ASIX 

REAL ASIC TEST SOLUTIONS. 
FROM THE REAL ASIC TEST COMPANY. 
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C ELL synthesis tools produce transistor-level layouts of complex 

logic functions automatically, directly from a net list or a 

schematic. They are technology-independent and permit symbolic edit­

ing. Further, they make use of existing algorithms for leaf cell design, 

placement, routing, and compaction. 

The cell synthesis tools can generate optimized rows of p- and n­

channel transistors and permit the user to specify the location of ports and 

power rails. As such, cell synthesis tools are especially suited to the design 

of MSI-scale cells that contain little or no regular structure. If the 

methodology is used intelligently, the resultant designs can be superior 

to those possible with the orthodox stan­
dard-cell approach . Cell synthesis also can 
be used to design VLSI-scale chip layouts , 
although it will be some time before the 
technique can actually supplant standard­
megacell design entirely- preliminary de­
signs of several-thousand-gate complexity 
are still in the embryo stages at some of 
the cell synthesis tool vendors. On the 
other hand , it can be an ideal complement 
to a standard-cell or silicon compilation 
system. 

We have asked six vendors to use their 
system co automatically generate IC lay­
outs for the same circuit and design rules . 
We will examine the results qualitatively , 
describing the complex algorithms at 
work . We will also compare the synthe­
sized cells with a standard-cell layout for 
the same circuit . For the cask assigned , 
the cell synthesis tools produced layouts 
chat were one half to three quarters the size 
of a standard-cell layout . 

*Now a free-lance technical writer. 
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Cell synthesis is not to be confused with 
logic synthesis , silicon compilation , or 
module generation . Logic synthesis refers 
to the generation of an optimized nee list 
from an initial hardware description (de 
Geus and Cohen , 1985). Layout is not 
pare of logic synthesis , whereas cell syn­
thesis is directly concerned with a geomet­
ric layout. Of course , it 's useful co perform 
logic optimization before embarking on 
cell synthesis , and we may reasonably ex­
pect integrated logic and cell synthesis 
systems to appear in the near future . 

Silicon compilation , on the ocher hand , 
refers co a methodology rather than a 
process . Originally , a silicon compiler was 
conceived as a "program with the transla­
tional attributes of a compiler, yet whose 
object is an integrated circuit layout, rath­
er than another software program" (Pes­
kin , 1982). The term silicon compilation has 
come to refer co a complete design system , 
differentiated from standard CAE and CAD 
systems by its use of layout compilation as 
well as library elements . 

in action . . . . . . . . . . . . . . . . . 

Module generation is another capability 
that is offered by many silicon compilers. 
Module generation refers to the process of 
abutting a small number of layout blocks 
for functions chat contain many repetitive 
elements , such as multipliers , PLAs , and 
memory blocks (Meyer, 1987). Module 
generation works at the block level ; cell 
synthesis , in contrast , generates a transis­
tor-level layout chat can subsequently be 
used as a block. 

In fact , a designer could use cell synthe­
sis co design the building blocks for lacer 
use by a module generator . Therefore in an 
integrated design system , logic synthesis 
could precede cell synthesis , and cell syn­
thesis in turn could precede module gen­
eration . All three processes could be em­
bedded in a silicon compilation system. 

• TRANSISTOR-LEVEL LAYOUT 

In order to better gauge the actual 
workings of the current commercially 
available cell synthesis systems, we asked a 
number of vendors of cell synthesis sys­
tems co generate a CMOS layout for a tran­
sistor-level circuit containing 60-odd 
transistors. The final circuit presented to 
the vendors , shown in Figure 1, is a 
version of a circuit chat provides synchro­
nous square-wave division by an odd inte­
ger (Hsieh , 1985). This version produces a 
single pulse every three cycles . 

The particular circuit was chosen for the 
following reasons . First , it contains trans­
mission gates , which limit the use of 
shared diffusion regions , as employed by 
simple stack-based synthesis algorithms . 
Second , the circuit contains a number of 
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Figure 1. The test circuit for cell synthesis (A), built up using the same subblock (B) five times, contains about 60 transistors. 

repetitive elements with some long wiring 
paths between them. As a consequence, 
the circuit contains some hierarchy, which 
simplifies design entry, and some irregu­
larity, which leads to some signal paths 
that are difficult to route. Third, the 
circuit has only two inputs and one out­
put, which simplifies simulation. Finally, 
the circuit is large enough to make manual 
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layout difficult but small enough to per­
mit the completion of cell synthesis in less 
than a day. In fact, several vendors report­
ed that the design entry took less than half 
an hour, with process porting taking ap­
proximately four times as long. The actual 
synthesis time is typically about two min­
utes for a circuit of this size. 

Six vendors readily agreed to participate 

in the design rally: Andrew Tickle Associ­
ates, AT&T, Caeco, Emerald Design Sys­
tems, Integrated Silicon Systems (ISS), and 
Silicon Compiler Systems Corp. (SCS) . 

Motorola produced the layout generated 
by an SCS system. 

AT&T generated three different layouts 
for the circuit, one of which is shown in 
Figure 2. The other two layouts use folded 
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and snaked diffusion regions and were two 
to four times larger than a standard-cell 
implementation of the same design. AT&T 

is still investigating the use of folding and 
snaking, since it is theoretically possible 
to produce more compact layouts with 
these techniques. The algorithms, howev­
er, are expected to be much more compli­
cated . Incidentally, none of the systems 
from AT&T are for sale, but we appreciate 
the company's taking part in this design 
rally. 

Caeco has a schematic front end for its 
system. The cell synthesizer works with 
the rest of Caeco's tools, which include a 
geometry editor, a schematic editor, and 
automatic layout software, plus a link to 
SPICE. Caeco's software runs on Sun and 
Apollo platforms. Figure 3 shows the lay­
out from Caeco. 

Emerald Design Systems has ported the 
software from Andrew Tickle Associates to 
workstations from Silicon Graphics, Sun, 
and Apollo. Andrew Tickle, who wrote 
the Cellgen system, sells the software on 
an 80386 platform. Cellgen is also mar­
keted by Silvar Lisco. Andrew Tickle As­
sociates and Emerald Design Systems 
worked together to produce a layout, 
shown in Figure 4, for the example circuit 
using a Silicon Graphics platform. 

ISS, a small company with a 386-based 
IC design system, has a tool suite that is 
similar to the Tickle software in that it 
includes a pad ring generator and a GOS II 

driver. However, ISS provides a geometry 
editor, whereas the Tickle software uses 
symbolic editing. ISS provided us with the 
line plot shown in Figure 5. The layout is 
produced on a dot-matrix printer, using a 
vectorized output translator from the HP­

GL driver supplied with the ISS software. 
SCS offers a cell synthesis module embed­

ded within its Genesil silicon compilation 
environment. The module is the only cell 
synthesis system that produced a layout 
with multiple p- and n-type transistor 
rows. The resulting cell is larger than it 
would otherwise be; however, it is also 
thinner and taller, which may sometimes 
be desirable. Motorola employed the Gen­
esil system to generate the layout shown in 
Figure 6. (Motorola also generated a lay­
out for its own 2-µ m process, to demon­
strate the process portability.) 

VLSI Technology Inc. also generated two 
standard-cell layouts for this circuit, 
which served as a rough comparison for 
the cell-synthesized layouts. A single-row 
and a double-row standard-cell layout are 
shown in Figure 7 . The company's 2-µm 
rules were used, which are reported to be 
very similar to the Orbit design rules 
given to the cell synthesizers. 

Although the various layouts are not to 
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Figure 2. One of the three layouts produced by AT& T's software. 

Figure 3. The layout generated by Caeco's software. 

Figure 4. The layout generated by the Tickle software. 

the same absolute scale, their size relative 
to the individual transistors in the layout 
can provide a rough estimate of the size of 
the different layouts submitted. It is im­
portant, however, to keep in mind that 
these results do not indicate the absolute 
performance capabilities of the various de­
sign systems. In other words, this circuit 
example is not intended to be a bench­
mark of these systems. Each system is 
suited to different design demands, and 
the size and type of circuit is very likely to 
moderate strongly the quality of the gen­
erated layouts. The differences are due to 
algorithmic variations between the differ­
ent systems. For example, some allow the 
creation of multiple p- and n-channel 
transistor rows. Some place all the routing 
between the pand the n transistor rows, 
and some route outside as well as between 
the diffusion regions. In addition, the 
systems are endowed with a variety of 
different bells and whistles, and they sup­
port differing degrees of designer interac­
tion. Also, the systems support different 

types of user and simulation interfaces. As 
a result, cell size alone cannot be used as 
an absolute criterion for evaluation. The 
needs of any particular design may in fact 
make the use of a number of these systems 
for one design a necessary methodology for 
optimal results. 

• STACK-BASED SYNTHESIS 

In cell synthesis, the transistors are usu­
ally placed in two rows : p-type transistors 
at the top and n-type transistors at the 
bottom. This structure optimizes the shar­
ing of diffusion regions by devices with 
common sources and drains . The algo­
rithm used to perform this task is loosely 
known as a p-and-n-transistor row gener­
ator. The software used to perform a com­
plete cell layout is sometimes called a 
stack-based synthesis system . 

Some systems can generate more than 
one stack of p and n transistors, in which 
case the rows of p- and n-type devices 
typically alternate (forming p-n-p, n-p-n, 
or p-n-p-n structures). The layout pro-
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Figure 5. The layout produced by the ISS software. 

duced by Silicon Compiler Systems uses 
three pairs of p-n rows; the number of 
rows used for the layout can be adjusted by 
the user. The Tickle software will permit 
multiple row pairs in a release scheduled 
for this quarter; Caeco is also planning to 
provide this capacity. 

• LEAF CELL LAYOUT 

Most of the systems use leaf cell gener­
ators for the SSI gates within the design . 
Leaf cell generation is actually a complex 
problem, as there are many ways even a 
small number of transistors can be orga­
nized. As a result, some of the systems use 
a library of primitives for the basic SSI 

functions. The Tickle software, for exam­
ple, can be used to make an SSI gate; the 
gate can then be used in a hierarchical 
manner for larger designs . 

• PLACEMENT AND 
ROUTING 

Most systems permit the user to define 
transistor placement manually. A number 
of cell synthesizers also contain automatic 
row generation algorithms . The current 
level of experience with cell synthesis has 
restricted the effectiveness of the available 
placement algorithms, however. 

Some systems use a constructive (or 
force-directed) placement algorithm, 
which looks at the circuit as a web of 
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springs and lets the transistors fall into 
places where the strain on any strand in 
the web is minimized. The user can often 
adjust the "strength" of particular strands, 
so that critical paths can be minimized . 
Force-directed placement is fast but usual­
ly inefficient, as the assignment of 
strength is a nontrivial problem. The 
Tickle software reportedly supplies a 
force-directed algorithm, although Tickle 
advises manual placement in most cases. 

Other algorithm designers prefer a min­
cut algorithm over force direction. For 
example, Caeco uses a min-cut approach. 
The min-cut algorithm cuts the circuit 
into two clusters such that there is a 
minimum number of interconnections be­
tween the clusters. Each cluster is then 
placed on one side of the center line. The 
process is repeated on each cluster, form­
ing additional, but smaller and smaller, 
clusters. The process continues down to 
some preselected level , such as the primi­
tive or transistor level. Although this pro­
cedure sounds simple, the performance is 
intimately tied to the way nets with more 
than two nodes are divided up. Both of 
these approaches produce placements that 
can be iteratively improved by swapping 
pairs of clusters. 

After the transistors are placed, their 
terminals are interconnected by means of a 
single- or multiple-pass routing algo-

rithm. Most systems use a "greedy" chan­
nel routing algorithm on the first pass. In 
this pass, as many horizontal wiring chan­
nels as needed are inserted between or 
around the transistor rows. Most systems 
permit the placement of wiring channels 
above the p-type and below the n-type 
devices , as well as between the transistor 
rows . A few systems permit the user to 
select whether channels can be used both 
between and outside the transistor rows. 

If a multiple-pass router is used with 
channel routing on the first pass, the 
routing can be subsequently optimized 
with a rip-up and reroute algorithm . 
Routes that cause congestion are removed 
first, and any freed-up channels are re­
moved by closing up the empty horizontal 
rows. A Lee (maze) algorithm is then 
employed to reconnect the unconnected 
terminals . Here, the layout is treated as a 
three-dimensional labyrinth , with features 
as obstacles and the empty areas in the 
layers as the maze. 

Further routing phases can be added . In 
fact , a six-phase router is probably not 
atypical. For example , a preliminary pow­
er route is sometimes used to minimize 
the length of power and ground wires. 
These wires often need to be wider than 
the signal wires , and of necessity reduce 
the available chip area. A channel route for 
the nets that are easier to complete , fol-
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Figure 6. A layout produced by Motorola using Silicon Compiler Systems' software. 

[ A ) 

( BJ 

Figure 7. A single-row (A) and a double-row (B) standard-cell layout for the test ci rcuit, performed by VLSI Technology. 

lowed by maze, rip-up, and rerouting of 
the more difficult nets, is a typical succes­
sion of routing phases. 

It is fairly easy for a user to change the 
exact structure of any router by changing 
the cost factors assigned to the various 
routing possibilities . However, when lay-
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out tools are purchased, they usually have 
pre-assigned "default" costs for each phase 
of each algorithm. Typically the costs as­
signed to rip-up, backtracking, and con­
tact insertion are more refined in older 
tools; many older tools that have been in 
operation at numerous sites over long peri-

ods of time are likely to have had their 
algorithms continuously fine-tuned and 
upgraded . Each algorithmic variation is 
also more suited to different design tasks. 
For example, the AT&T system tends to 
create airy routes, which are actually desir­
able for very large circuit designs. The air 
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allows more " through routing" between 
each row. 

The Caeco and SCS routing software, on 
the other hand , create extremely tight 
layouts , making these tools suitable for 
the design of MSI and LSI standard cells . 
The layouts also appear complex and diffi­
cult to improve . The Tickle software, on 
the other hand, creates a fairly simple 
layout; and the ISS software creates a layout 
that is routed together manual! y. 

• EXPANSION AND COMPACTION 

When the routing is completed, the 
cell synthesis system has produced a sym­
bolic layout : the primitive cells are repre­
sented as nothing more than nodes , and 
the wires have no assigned widths . Sym­
bolic editing refers to the editing of a text 
or graphical description of the symbolic 
layout. All the cell synthesis systems pro­
vide for symbolic editing of routing; some 
provide for symbolic editing of the leaf 
cells. 

During expansion, the symbolic de­
scription is converted into a physical lay­
out. To perform this simple task , the 
software needs to know the minimum 
dimensions permitted for the target tech­
nology, as well as the power rail widths , 
transistor sizes , and so on, that the user 
wants . The information is entered by the 
user in a process file. When the layout is 
expanded, a layout file is created by merg­
ing the information in the process file and 
the symbolic description . Since the phys­
ical layout is generated from the symbolic 
description and the design rules specified 
in the process file, the resulting layout is 
correct by construction. 

The process of expansion can create a 
layout with empty spaces, but compaction 
can be used to compress an airy layout . 
Most compactors are two-phase and one­
dimensional : they squeeze everything in 
one direction , almost accordion style, and 
then they squeeze everything in a direc­
tion perpendicular to the first direction. 
Often it is better to compact different 
parts of a circuit separately , as compaction 
in one direction is likely to create obstacles 
for subsequent compaction in the perpen­
dicular direction. Effective compaction 
thus requires some experience, and sys­
tems suppliers sometimes do not recom­
mend it. However, Caeco and SCS use 
compaction, as an inherent part of cell 
generation. With other systems, a GOS II 

(or "Calma stream") format description of 
the physical layout can be passed into a 
commercial compactor such as Ecad's. 

• MANUAL EDITING OF 
PHYSICAL LAYOUT 

All the cell synthesis systems produce 
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reasonably readable layout files and permit 
the user to edit a layout file with a word 
processor. The layout file can also be pro­
cessed to produce a graphical image of the 
physical layout . Some designers prefer to 
edit graphical images rather than text 
files . Since all CAD systems use a graphics 
editor to construct the physical image, 
there is always at least one graphics editor 
available. However, the text in the origi­
nal layout file does not then match the 
edited graphical image, and back annota­
tion of the layout file from an altered 
graphics image is not necessarily a feature. 
Instead, it is necessary to regenerate the 
entire layout from the graphic image, 
which can be a lengthy process. Of course, 
designers who want to edit the physical 
layout will probably prefer to use the CAD 
system they are familiar with; virtually all 
current IC CAD systems support the Calma­
stream physical description format for in­
put; and all the cell synthesis systems 
supply a Calma-stream output, which can 
therefore be easily used to move physical 
layout descriptions between a cell synthe­
sis system and the designer's favorite lay­
out editor. 

The final layout is then reformatted in 
Calma stream and "fractured" into con­
stituent polygons for mask fabrication . 
However , the physical description may no 
longer be correct by construction after the 
expanded layout is manually edited. De­
signers may therefore prefer to edit the 
symbolic layout rather than the physical 
layout. Alternatively , the edited geomet­
ric circuit can be run through a design rule 
checking (DRC) software package (such as 
Dracula from Ecad) to insure that that 
there are no design rule violations. 

• ADVANTAGES AND 
DISADVANTAGES 

Cell synthesis has one major disadvan­
tage compared with standard-cell design: 
its use results in ICs that contain a large 
number of elements that have not been 
precharacterized. Performance is therefore 
potentially less predictable than with stan­
dard-cell design. Consequently, it is ad­
visable to use cell synthesis only with 
processes that have been well character­
ized . 

On the other hand , cell synthesis does 
seem to offer many advantages. Cell syn­
thesis can be used to make MSI standard 
cells when the needed cell is not available, 
resulting in more ·compact blocks than 
would result from the use of many SSI 
cells. It can be used as an integral part of a 
standard-cell design system, as well as as a 
stand-alone tool. 

Because the layout is performed at the 
transistor level, the location of ports and 

power rails is adjustable. Ports can be 
moved to reduce congestion in the exter­
nal wiring channels. Critical paths can be 
optimized by reducing the relevant wire 
lengths within the cells. Also, since the 
layout is at the primitive level , transistors 
can be sized to a user's specifications. 
Sizing can eliminate the need for buffer 
cells and also allow bus drivers to be 
accommodated within logic cells. If a de­
sign needs a NANO gate with a three-state 
output, the cell is quickly synthesized , as 
is any other unusual leaf cell configura­
tion . 

Cell synthesis can be used to construct 
many or all of the blocks needed for a 
particular IC design. The aspect ratio of 
the created blocks is adjustable, especially 
if multiple pairs of p and n transistor rows 
are permitted. Then, after a preliminary 
layout, the aspect ratios of all the synthe­
sized cells can be adjusted so that the 
available space is efficiently utilized. 

The use of many logic synthesis blocks 
permits the designer to intermix functions 
between different building blocks in an IC. 
If there are long structures, such as NANO 
trees or complex control functions, the 
circuits can be spread out to reduce delays. 

All the systems are producing MSI lay­
outs that can rival handcrafted design. 
Design houses that are generating stan­
dard-cell libraries can therefore use cell 
synthesis as a productivity tool. After ini­
tial synthesis, the generated layout can be 
edited, resulting in cells that can actually 
be better than full-custom cells, especially 
when the cells contain more than about 
two dozen transistors. The resulting de­
signs will always be produced faster than if 
the entire design were constructed 
manually. • 
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- mixed-level simulation accelerator can perform millions of evalua­

tions per second, thereby accelerating the debugging loop. It gets its unprec­

edented speed from a hybrid combination of hardwired and microcoded 

processors in a parallel architecture . 

The accelerator responds to growing demands for two capabilities in 

simulation. First, engineers want very fast mixed-level simulation (switch- and 

gate-level through functional, physical, and behavioral) with the capacity to 

support large system designs with multiple ASICs. Second, they want fast 

debugging because they now 
spend half their design time on 
that task . 

Existing hardwired accelerators 
cut simulation time with fast 
switch- and gate-level simulation , 
but they lack high-performance 
behavioral modeling (if they offer 
any behavioral ~odeling at all), 
and their debugging environment 
tends to be poor. In contrast, 
mainframe-based simulation pack­
ages have good behavioral model­
ing , but their gate-level simula­
tions are at least an order of 
magnitude slower than what 's 
available on comparably priced 
hardwired accelerators. 

These trade-offs point to the 
need for mixed-level simulation 
accelerators , which are fast becom­
ing a universal requirement . Ad-

ditionally, there's a growing trend 
for ASICs to include RAM , ROM , 
and PLAs . These and other com­
plex structures are modeled most 
efficiently as high-level primi­
tives . Also, system-level designs 
include components ranging from 
TTL logic and PLDs all the way to 
the latest microprocessors. 

Further, modeling VLSI compo­
nents at the gate level can require 
man-years . Therefore it 's usually 
necessary either to use physical 
modeling, where the actual com­
ponent is used to model itself, or 
to buy a behavioral model. 

Another reason for mixed-level 
simulation stems from the most 
common cause of late projects­
the time required to fine-tune the 
design to meet all the specifica­
tions . By using a behavioral lan-

guage to model architectural sce­
narios , the design team can 
quickly explore and evaluate var­
ious design choices , finally hom­
ing in on a design that best meets 
the design goals and specifica­
tions . Writing a specification as a 
behavioral model and then simu­
lating it provides an unambiguous 
definition. As each designer in a 
team implements his parts of a 
design, he can compare his imple­
mented block with its specifi­
cations . 

• Two BASIC 
ARCHITECTURES 

There are two basic architec­
tures for accelerators- hardwired 
parallel processors and microcoded 
parallel processors . 

Accelerators that can simulate 
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designs larger than 100,000 gates 
have hardwired parallel architec­
tures. They implement the evalua­
tion algorithms for a predefined 
set of three or four input primi­
tives in silicon. All models used in 
a particular design are then trans­
lated into these primitives. The 
types of primitives directly mod­
eled vary from accelerator to accel­
erator but almost never get more 
complex than flip-flops . 

Hardwired processors can simu­
late a fixed number of primitives. 
Capacity and performance are in­
creased by adding processor cards 
to the accelerator. This expandabi­
lity enables users to configure the 
system to their current needs, then 
add processors as necessary. The 
processor speed ranges from hun­
dreds of thousands to millions of 
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evaluations per second . 

• HARDWIRED 
LIMIT A TIO NS 

Hardwired accelerators, doing 
switch- and gate-level simulation , 
have been targeted at IC design. 
But they are unacceptable for 
mixed-level simulation for the fol­
lowing reasons: 
• Hardwired accelerators do not 

model memories- like ROM and 
RAM- and PLAs directly. That is a 
serious limitation because most 
system-level and large ASIC de­
signs have memory components. 
One can work around the memory 
limitation either by modeling the 
memory on the host processor or 
by invoking a special module con­
taining physical memory every 
time the memory model needs to 

be evaluated . The second method 
is cumbersome, and both methods 
give unsatisfactory speed . 
• Hardwired accelerators have a 

further limitation. Either they 
don't support behavioral models at 
all , or they support them only on a 
host processor connected through 
a relatively slow bus, rather than 
on the accelerator processor cards 
themselves. The offloaded process­
ing requires that simulations stop 
and wait for a response every time 
a behavioral model is evaluated, 
and that slashes speed. 
• Further, these accelerators lack 

physical modeling support. It is 
important to provide not only 
physical modeling, but also a di­
rect high-speed connection be­
tween the accelerator and the 
physical modeler. Otherwise, 

Aeour 
80% TO 90% 

OF A TYPICAL 

DESIGN IS BUILT 

OF LOW-LEVEL 

PRIMITIVES 
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The Workload pistribution Algorithm 

m o get maximum performance from an accelerator compli-
1 cared by two types of processors, Daisy developed an 

algorithm to distribute a design to be simulated across multi­
ple processors . 

The objectives o( the algorithm are threefold: 
• Primitive assignments must be made across multiples of 

the same type of processor and divided among the hardwired 
and software (microcoded) processors (HWP and SWP). Simple 
primitives are placed on the HWP, and complex primitives on 
the SWP. 

fashion. Second, connectivity information is used to provide 
parallelism. For example, multiple fan-outs of single outputs 
of primitives are distributed in separate processors , causing 
fan-out evaluations to occur in parallel. The effectiveness of 
this algorithm is, of course, directly related to the number of 
processors available. 

• The parallelism must be optimized without causing exces­
sive interprocessor communication. 

The increased parallelism must not come at the expense of 
excessive communication. To offset this possibility, primi­
tives are clustered in processors before the round-robin assign­
ment begins. If a gate output fans out to three gates, for 
example , each of the three gates will be distributed to separate 
processors. This distribution ensures that all the gates will be 
evaluated simultaneously during the next evaluation cycle. 
The amount of clustering depends on the primitive type. 
Experimentation has shown that, for almost every benchmark 
and for almost every primitive type, clusters of one primitive 
are optimal. This finding suggests that interprocessor com­
munication is not the bottleneck. 

• The total processing time of the distribution algorithm 
should not adversely affect the circuit load time. 

Experimentation has shown that the speed advantag~ of the 
HWPs relative to the SWPs is such that the assignment of the 
HWP primitives is not as critical as that of the SWP primitives . 

The distribution of the SWP primitives is more critical. Two 
heuristics are used to attain maximum parallelism -during the 
evaluation phase. First, primitives with very long processing 
times (like RAMs , ROMs , PLAs, behavioral models , and phys:. 
ical models) ·are assigned to processors in a round-robin 

Distributions are saved in a separate file and then reused if 
the simulation database has not been changed . Overall , the 
distribution algorithm assigns primitives quickly and 
effectively. 

speed will be limited to the point of 
defeating the purpose of the accelerator. 
• These accelerators require that high­

level building blocks like counters, multi­
plexers, and eight-input NANO gates be 
decomposed into three- or four-input gate 
primitives. The designer must work from 
this new intermediate design composed of 
low-level primitives in net-list format, not 
from a schematic. Because he must trace 
all errors back through the net list, the 
tracking down of design errors requires a 
good deal of time and can significantly 
lengthen the analysis portion of the de­
bugging cycle. 

• M ICROCODED 
A RCHITECTURE B ENEFITS 

Daisy's first-generation accelerator, the 
MegaLogician, uses a microcoded archi­
tecture that supports mixed-level logic 
and fault simulation . The MegaLogician is 
a microcoded data-flow machine consist­
ing of three processors running separate 
port ions of the simulation algorithm. The 
microcoded architecture lends itself to 
porting and to upgrading of the simula­
tion algorithms. As a result, the MegaLo­
gician makes it easy to write software to 
evaluate complex primitives. 

This ability to model complex primi­
tives and to run mixed-level simulations 
and microcode simulation algorithms 
comes at a price, however. One cannot use 
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a microcoded architecture to design an 
accelerator capable of millions of evalua­
tions per second . There are two reasons. 
First, the architecture is parallel only 
within the evaluation cycles, but the eval­
uation cycles themselves are processed se­
quentially. Second, the accelerator's per­
formance is limited by memory access 
times. Even with the fastest memories 
available, it would not be possible to 
design a system capable of millions of 
evaluations per second . 

• A HYBRID 
ARCHITECTURE SOLUTION 

About 80% to 90% of a typical design 
is built of low-level primitives. The re­
mainder of the design involves high-level 
primitives like behavioral models ; large 
Boolean expressions; ROMs, RAMs , or PLAs 
(or combinations of such blocks); and 
physical models. Because no processor 
could provide the speed required, we de­
cided to develop a hybrid architecture 
(Wong and Franklin , 1987). 

The new mixed-level simulation accel­
erator, the GigaLogician , combines hard­
wired and microcoded approaches in a 
parallel architecture (Figure 1), as stated , 
with communications over a high-speed 
token ri ng. Low-level primitives are mod­
eled by a hardwired processor (HWP), and 
higher-level primitives, like long Boolean 
expressions , behavioral models, and bidir-

ectional transfer gates, are evaluated in a 
very fast microcoded "software" processor 
(SWP). The SWP interfaces directly with as 
many as five physical modeler (Physical 
Modeling Extension~ or PMX) boards, 
which fit into the GigaLogician chassis. 

The hardwired processor is a nine-stage 
pipelined implementation of Daisy's sim­
ulation algorithm, which can simulate up 
to 64,000 low-level primitives at a peak of 
1. 75 million evaluations per second and 
an average of 1 million. It supports the 
following primitives: 

• Simple gates (five inputs or less) 
• Three-state gates (five inputs or less) 
• Flip-flops (D and JK) and latches 
• Unidirectional transfer gates 
• Delays 

The software processor can simulate 
16,000 high-level primitives at 100,000 
evaluations per second. It can simulate all 
primitives used by Daisy's logic simula­
tor, but when used with the HWP, it 
supports: 

• Logic elements and expressions with 
greater than five inputs 

• RAM , ROM, and PLAs 
• DABL (Daisy's behavioral language) 
• Bus-contention-and-resolution gates 

(wired ORs) 
• Physical modeler control 

A GigaLogician must have at least one 
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or. .. 

The choice is really quite simple. 
Dozens of different PLDs expen­
sively stocked to meet every need. 
Or the generic GAL® family of pro­
grammable high-performance logic 
devices. 

Reprogrammable CMOS. 
Behind this family is our Generic 

Array Logic (GAL) architecture. First 
developed and produced by Lattice, 
this architecture lets one GAL device 
replace all common 20 or 24 pin 
PAL® devices. 

Fabricated with Lattice's proprie­
tary E2CMOS111 technology, GAL 
devices give you bipolar speed and 
lower power. Half-power parts are 
available with maximum gate delays 
of 15ns. Quarter-power delays are 
25ns. Both reduce heat without loss 
of performance. 

Gone are discarded fuse-link 
parts caused by misprogramming. 
Gone is the need for expensive 
window packaging. Gone are long 
UV erase cycles. Instead, you simply 
plug your GAL device back into the 
programmer and erase and repro-

gram in less than a second. Design 
changes are simple and easy, too. 

Inventory reductions. 
From a manufacturing and man­

agement perspective, the GAL 
family offers even more. Now PAL 
and other PLD inventories can be 
dramatically reduced. At the same 
time, design alternatives multiply. 

Because GAL devices are repro­
grammable, they are also reuseable. 
And last-minute design changes 
mean simple reprogramming rather 
than costly replacement. 

100% tested. 
Unlike other PLDs, GAL devices 

are 100% tested for optimum system 
quality. There is simply no need to 
overstock in anticipation of a high 
failure rate. 

So forget about that pile of 
"Eithers~' And learn more about the 
Lattice "Or:' To find out how GAL 
devices fit all of your PLD needs, ask 
for a free copy of the Lattice GAL 
Data Book today. 
E2CMOS is a trademark of Lattice Semiconductor. 
GAL is a registered trad emark of Lattice Semiconductor. 
PAL is a registered trademark of Monolithic Me mories, Inc. 

[JJLattice 
Semiconductor 
Corporation TM 
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Figure 1. In the Gigalogician simulation accelerator, hardwired processors simulate at the gate and switch level and microded ("software") processors simulate higher-level 
structures like behavioral models. 

SWP per module. The rest of the processors 
can be any combination of HWPs and 
SWPs. Each module can have a maximum 
of 11 boards . The GigaLogician is limited 
to 64 modules. 

In addition to the hardware and soft­
ware simulation processors, there is an 
80386-based host processor to handle Eth­
ernet communications, processor work­
load distribution, and system utilities. 
Because the GigaLogician is a network 
resource , it has its own disk- 140 mega­
bytes today- and its own 12-megabyte 
RAM. 

• MAXIMIZING SIMULATION 
SPEED 

The major challenges in designing the 
GigaLogician were workload distribution 
across the processors and fast interproces­
sor communication. 

In any parallel architecture, the work­
load distribution between processors must 
be carefully balanced for optimum perfor­
mance. The problem was more severe with 
the GigaLogician because there were two 
types of processors. One algorithm was 
selected that provides efficient parallelism 
(see "The Workload Distribution Algo­
rithm ," p . 66). 

The communications system between 
the processors minimizes bus loading 
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(Hirose et al., 1987). Three main factors 
help ensure that interprocessor communi­
cations do not become the bottleneck: 
First , each processor has all the memory 
and data structures needed to evaluate the 
primitives on board as well as to evaluate 
data on states, fan-ins and fan-outs, event 
scheduling, and other design-related mat­
ters . Second, the distribution algorithm 
balances the workload between the proces­
sors. Third, an integral token ring trans­
fers data at 30 megabytes per second. 

The GigaLogician interface processor 
(GIP) is a OMA board that acts as the master 
controller of the token ring linking all the 
modules. It can put data onto the ring at 
the full 30 megabytes per second . 

A separate bus provides communica­
tions between processors within a module. 
This bus is controlled by the event buffer 
processor (EVB), which also operates at 30 
megabytes per second. 

The buses are processor-independent for 
two reasons. First of all , this independence 
allows customers to install any combina­
tion of the two processors in their systems. 
Second, it paves the way for an upgrade 
path for further improvements in the indi­
vidual processors or for switching to com­
pletely new processors. This upgrade path 
is extremely important because it enables 
users to take advantage of rapid improve-

ments m computational horsepower. 

•TOWARD FASTER D EBUGGING 

Traditionally , accelerators have been 
judged only on the merits of raw simula­
tion. Because half the design time is spent 
on debugging, with simulation time be­
ing only a small part of that, users are 
looking beyond this single measure (Kaul , 
1988). The name of the simulation game 
is fast debugging turnaround , which leads 
to shorter design time . 

In addition to providing fast simula­
tion, the GigaLogician enhances two key 
features of the Daisy Logic Simulator 
(OLS) : high-speed capture of all node wave­
form history and fast incremental recom­
pi lation. 

More specifically, an important benefit 
of OLS is its ability to open schematics 
while simulating and to interactively track 
down problems by probing signals on the 
schematic while displaying the full history 
of the simulation for that node. Design 
problems tend to propagate from nodes 
that are not specified in the list of nodes to 
be tracked. The result is that engineers 
must run simulations iteratively to track 
down problems. or.s's trace-back capabili­
ty helps the user in two ways. First , it 
reduces the overall number of simulations 
required , because the user does not need to 
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Easy to use menu driven commands 
speed and simplify design 

verification. 

OrCAD I VST 
The Next Logical Step 

Introducing OrCAD I VST, a full featured 
verification and simulation tool that is 
designed to place the performance of an 
expensive workstation on your PC. 

OrCAD I VST is integrated with the 
popular OrCAD /SDT schematic 
capture package, with easy-to-use menus 
and powerful keyboard macros. Your 
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prespecify nodes he wants to observe. Sec­
ond, because the user doesn't have to wait 
for another simulation, his t rain of 
thought is not interrupted and he can 
concentrate on tracking down bugs . 

The event buffer processor solves the 
problem of recording trace information 
during simulation while maintaining high 
simulation speed. W ithout the EVB, stor­
ing the full history of all nodes in the 
design would make the simulation disk­
bound. That binding is the reason most 
accelerators allow users to trace only a 
limited number of signals. 

• T RACING D ATA WITH 
N O SLOWDOWN 

Several features help the EVB collect 
trace data with minimal impact on simu­
lation speed. First , the EVB has 3 mega­
bytes of RAM available. Second, it uses 
memory wraparound and split-memory 
techniques. As the RAM gets fi lled, the 
oldest data are stored in a cache fi le on the 
80386. This file is buffered and down­
loaded onto the hard disk as a background 
task. The user has the option of fil ing his 
simulation data on the disk in a wrap­
around mode or expanding the file size. 

Engineers can select from various 
modes: selected trace signal, full history, 
and mixed (selected full t race and window 
tracing for all remaining nodes, with no 
disk bandwidth limitations). The 80386-
based host and its peripherals are isolated 
from the simulation processors during 
simulation, leaving the host to provide 
only control functions, mass storage ser­
vices, and LAN communications. 

Large designs running on accelerators 
normally take a long time to compile 
(Mott and Hall, 1985). To address this 
problem, we have developed a new model­
ing system that speeds recompilation by 
an order of magnitude. The modeling 
system is based on modular software com­
pilation, in which a change to a subrou­
tine requires recompilation of only that 
subroutine. 

• How SUBLINKS H ELP 

Users designate individual blocks at the 
top level of the design as sublinks (Figure 
2). Submodules of these sublinks can also 
be designated as sublinks. W henever a 
change is made on any page, only the 
relevant sublinks have to be recompiled 
and then relinked with the rest of the 
system. This approach can significantly 
speed recompilation. 

Another advantage of sublinks shows 
up in multiple-ASIC designs, which pose 
two problems. First, ASICs from different 
vendors often use common cell names. 
Consequently, name-clashing problems 
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Figure 2. A sublink structure makes for fast recompilation because only affected sublinks need be recompiled. 
Sublinks also support multiple ASIC technologies in a single simulation. 
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Figure 3. Distributed accelerators and servers can be accessed from 80386-compatible workstations over Ethernet. 

frequently come up when designs are com­
piled, forcing users to change names man­
ually. The separate compilation of each 
sublink allows conflicting names to coex­
ist. Second, multiple-ASIC designs often 
use dissimilar technologies (for example, 
1-µ m and 2-µ m CMOS or vendor A mixed 
with vendor B). Therefore they have differ­
ent equations for back-annotated delays 
from layout. With sublinks, each ASIC can 
be placed on an individual sublink that 
can support specific delay information per­
taining to that ASIC's technology. 

Using sublinks, a GigaLogician beta 
site was able to simulate a system consist­
ing of 10 ASICs using different technol­
ogies and from different vendors without 
any of the problems associated with name 
clashing or back annotation of delays. 

The new accelerator works in the Daisy 
environment (Figure 3), which consists of 
PC-based platforms, 80386-based work-

stations, and computation servers (Sun-
4's) . Designers can enter schematics and 
compile designs on the lower-cost work­
stations. They can even simulate individ­
ual modules or gate arrays on the worksta­
tions alone or, depending on the size, with 
the aid of a networked accelerator. 

• MERGING TO SYSTEM-LEVEL 
SIMULA TIO NS 

Once the individual modules have been 
verified, the designer can perform system­
level simulations on the GigaLogician by 
designating each ASIC as a sublink, which 
can then be merged on the new accel­
erator. 

A typical 32-bit workstation can simu­
late designs with up to 4,000 gates, be­
yond which simulation runs become unac­
ceptable. An accelerator like the Mega­
Logician can handle designs in the 
20,000-to-50,000-gate range. However, 

MAY 1988 



for designs larger than 100,000 gates, a 
different class of performance is required. 

Unfortunately, technical and scientific 
computers are optimized for general-pur­
pose numerical processing, whereas digi­
tal simulation requires integer processing. 
The new mixed-signal accelerator, which 
is targeted at the simulation process, can 
perform this type of task 10 to 20 times 
faster than even the most powerful gener­
al-purpose machines, such as a Cray X-MP. 

To put this performance in perspective, 
a simple calculation shows that simulating 
one second of operation of a 10-MHz, 
100,000-primitive system requires 10 bil­
lion evaluations, assuming 1 % activity. 
The most powerful general purpose com­
puter would take 20 to 30 hours, while 
accelerators like the GigaLogician could 
do it in an hour or two. 

The GigaLogician also shares the user 
interface and library database of the Daisy 
Logic Simulator and the MegaLogician. 

• THE BOTTOM LINE 

Because simulation accelerators are spe­
cifically designed to run digital simula­
tions, they are rated in terms of evalua­
tions per second, not MIPS. A rule of 
thumb beginning to emerge is that the 
most efficient portable mixed-level simu­
lators deliver 5,000 evaluations per second 
on the average per MIPS (in a design con­
sisting of 20% behavioral primitives and 
80% gate-level primitives). A GigaLogi­
cian configuration with two SWPs and one 
HWP can deliver an average of 1. 2 million 
evaluations per second, the equivalent of 
240 MIPS. 

Recompilation speed is equally impres­
sive, with improvements over the Mega­
Logician ranging from 5 to more than 50 
times. One beta site recompiled a design 
with 240,000 primitives in 12 minutes, 
compared with 690 minutes for a "cold" 
compilation. • 
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The design of high-reliability gate arrays 
not only requires selecting a hi-rel 
ASIC vendor but also requires consid­

ering several circuit-level, logic design , test vector, and simulation issues. The designer wishing 
to optimize a design for reliability must be aware of the following: current density levels of the 
internal array, peak current levels of the chip, power mesh current distribution, the nature of IC 
processing faults, and the relationship of testability level to reliability. In addition, 
the designer must be able to evaluate his layout for optimized reliability and be Reliability 

able to generate high-reliability test vectors. 
With those issues in mind, this article discusses the design process of VLSI Requires a 

high-reliability chips. Specifically, the article discusses the fundamentals of 
designing for reliability, logic block design techniques and partitioning for Lot More 

reliability, layout and packaging for reliability, and test vector generation and 
simulation for achieving field-reliable array products. Than Just a 

As VLSI technology matures, it is gaining acceptance as a medium that can be 
Reliable used for high-reliability applications. However, designing high-reliability arrays 

is not just a simple matter of standard high-reliability environmental screening Vendor and 

and testing. It also involves a fundamental knowledge of, and experience with, the 
basics of IC design. Imperative to the design of reliable CMOS ASICs is the design Fabrication 

flow process and the design methodology that are used, in addition to the standard 
high-reliability tests . 
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Figure 1. Scheme A uses one high-drive buffer in parallel with three logic blocks. 
Using lower-drive buffers, as in Scheme B, reduces the danger of overdrive. 

Many techniques can be 
used to improve ASIC reliabil­
ity. These include those for 
minimizing processing faults; 
reducing the amplitude, dura­
tion, and frequency of tran­
sients; improving the circuit's 
immunity to transients; mini­
mizing the number of chip 
areas with high current densi­
ty; reducing current density 
and peak currents; providing 
adequate current drive; and 
designing circuitry for ease in 
testing. 

The adequacy of current 
drive depends on the power 
supply. It must be able to de­
liver peak currents large 
enough for worst-case condi­
tions. For CMOS designs, these 
occur during transitions. The 
largest currents are drawn dur­
ing I/O switching and during 
switching of buffers that drive 
large capaciti.ve loads. Thus it 
is important to specify a power 
supply, not for average cur­
rents but for peak currents . 

• THE RIGHT CURRENT 

Inadequate current drive 
can allow noise to ride on a 
long rising or falling signal 
edge. The slow rise and fall 
could lead to incorrect timing. 
Many CMOS simulators do not 
compute rise and fall times; 
they just calculate propagation 
delays-the time from mid­
supply to midsupply. The 
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simulator would indicate 
proper timing because the 
propagation delay is correct, 
yet the overly long rise and fall 
times, which the simulator 
might not detect, could lead to 
trouble . 

Inadequate drive is not the 
only source of poor circuit 
functioning or inadequate 
speed. As an example, an open 
circuit in a line leading to one 
of two inverters paralleled to 
provide greater drive current, 
and thus greater speed disables 
that inverter. It is therefore 
wise to use test vectors that 
detect opens at operating 
speed (Banerjee and Abraham, 
1984; Courtois and Baschiera, 
1984). 

One approach to coping 
with excessive rise and fall 
times is to use a Schmitt buffer 
to sharpen the pulse. Another 
approach is to use buffer trees 
instead of high-drive buffers. 
In Figure l; for example, the 
circuit in scheme A uses six 
paralleled buffers (a high-drive 
6 X buffer) to drive three logic 
blocks. The blocks here would 
be far more susceptible to the 
effects of overdrive than would 
be those in scheme B. There, a 
lower-drive buffer (2 X ) drives 
three other lower-drive buffers 
to deliver the same current to 
each logic block at approxi­
mately the same delay without 
the danger of overdrive. 

One must avoid overdrive as 
well. Overdriving a node can 
produce high peak-current lev­
els and thus large voltage tran­
sients. 

• CUTTING TRANSIENTS 

Voltage transients can be re­
duced by using multiple pow­
er supply lines and separate 
power lines for the internal 
power distribution mesh and 
for the I/O power bus ring . But 
these approaches increase chip 
size and therefore cost. 

Transients can also be re­
duced by partitioning the chip 
to minimize concurrent I/O 
switching, and they can be re­
duced further by designing a 
circuit to minimize concurrent 
110 switching in the same di­
rection. Further, extra power 
and ground pins can be added 
to shorten the path to nodes 
and thus to reduce lead induc­
tance, and one can use separate 
power supplies or at least sepa­
rate power supply lines for 
those sections requiring large 
currents and those requiring 
small currents. 

Noisy environments are par­
ticularly harmful to sequential 
circuits. A noise pulse invad­
ing a counter circuit , for exam­
ple, can set the circuit into a 
state that is not part of the 
designed-for state sequence. A 
BCD counter might continu­
ously cycle through its six un­
used states (10 to 15), instead 
of resetting to 0 after it reaches 
a count of 9 . 

Undesired states can be pre­
vented by a self-correcting cir­
cuit or separate error correc­
tion circuitry to reset the 
circuit to a state within its 
proper state sequence. Alter­
natively, at lower cost, one can 
design circuitry to alert an op­
erator, who can then reset the 
circuit. 

• CURRENT­
DISTRIBUTION 
PROBLEMS 

A chip may appear to be 
perfectly safe in terms of the 
total current it draws, yet be in 
serious danger because of poor 
current distribution. Current 
density is a function of fre­
quency (in a CMOS design), as 

well as of current drive level 
and capacitive load. 

Generally 1 to 2 mA rms is a 
safe rating for signal intercon­
nects and 50 to 100 mA rms is 
safe for the power distribution 
network in a 2-µm CMOS de­
sign. One should be careful to 
maintain these current ratings , 
particularly with high-drive 
buffers operating above 20 
MHz and with situations in­
volving many 1/0 switches op­
erating at greater than about 
10 MHz. 

There are several approaches 
to minimizing current density 
on a chip. One is the classical 
power ring structure. Here, 
the periphery of the die has a 
wide (low-inductance) inter­
connect bus to supply the large 
current drawn by I/O devices . 
Smaller currents are supplied 
through thinner lines to the 
logic circuitry. The currents 
are distributed more evenly by 
partitioning the circuits in 
quadrants and supplying dif­
ferent quadrants through dif­
ferent V DD and V 55 ports. 

• THE VALUE OF 
PARTITIONING 

Partitioning can be used to 
reduce drive current require­
ments by using scheme B in­
stead of scheme A in Figure 2. 
In scheme A the divide-by-5 
counter must drive the pack­
age capacitance of another chip 
as well as the capacitance of the 
divide-by-500 counter, where­
as the divide-by-5 counter in 
scheme B must merely drive 
the capacitance of the divide­
by-500 counter. In scheme B, 
the second chip is driven at a 
much lower frequency, so that 
the frequency of the voltage 
transients is reduced. 

Further, a circuit can be 
partitioned to make it easier to 
test. As an example, scheme A 
is easier to test than B because 
one could more readily access 
the divide-by-5, which might 
be more failure-prone as it 
switches at a higher frequency 
than the divide-by-500 and 
thus dissipates more heat . 

Also, scheme A would re­
quire fewer test vectors, as one 
could test the divide-by-500 
and subsequent circuitry with 
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Figure 2. Partitioning can reduce drive current requirements. In scheme A the 
divide-by-5 counter must drive the package capacitance of another chip as well as 
the capacitance of the divide-by-500 counter; the divide-by-5 counter in scheme B 
must merely drive the capacitance of the divide-by-500 counter. 

500 test vectors, rather than 
using 2, 500 in front of array 1. 

• A GOOD TEST 
STRATEGY 

A good test strategy is also 
key. It is wise, for example, to 
develop a test procedure in 
which critical parts are tested 
first. This approach saves the 
trouble of making full tests on 
parts that would fail early with 
a critical test. Generally, IIO de 
parametric tests are conducted 
first, because failure of the I/O 
will cause the entire chip to 
fail. Quiescent current testing 
is a good choice next, since 
high levels of quiescent cur­
rent indicate internal shorts. 

One can apply fault grade 
vectors next, using first those 
that are likely to detect most 
faults. Finally, one can use 
timing, power, current, and 
noise vectors . 

To be most effective, one 
should use test vectors that 
will stress sensitive parts of the 
chip and a test sequence that 
can reveal likely faults early. 
As an example, one would 
make early tests in areas of 
high gate density. 

Additionally , one would 
want to be sure that tests pro­
vide information. For exam­
ple, instead of switching all 

80 V 1 S l S Y S T E M S D E S I G N 

I/Os simultaneously, which 
could result in chip failure 
without much added knowl­
edge , one could switch one I/O, 
then two I/Os, and so on, until 
the specifications are reached 
or the chip fails. 

One can of course test noise­
sensitive circuits by injecting 
noise. Current surges should 
be injected into circuits that 
are likely to fail in the presence 
of such surges. 

• SOME TESTERS ARE 
Too SLOW 

Some testers do not provide 
high-speed switching. Since 
high-speed switching makes 
for high current densities, 
these testers do not stress 
nodes to their current density 
limits. It would therefore be 
wise to apply ATE signals at 
V in(high) and V in(low) levels 
to stress those nodes, the pow­
er mesh, and the power ring 
with high current densities. 
Another approach would be to 
apply midsupply levels (2. 5 v) 
at ATE speeds. These tests 
place the internal gates in their 
linear regi_on, which leaves 
them partially on (and hot) all 
the time. 

One can determine the 
worst-case current require­
ment from simulation data. 

The worst case shows up in 
listing files as a transition from 
all O's to all l's or the reverse. 
There are postprocessing pro­
grams that can examine the 
listing files for such worst-case 
transitions and call them out, 
making it unnecessary for a 
user to go through the listing 
files visually. Listing files can 
also locate areas of excessive 
current density and can calcu­
late the density. 

Other tests should be used 
to evaluate the effects of varied 
propagation delays that can re­
sult from processing problems. 
Because the characteristics of 
the p-channel transistors are 
not identical with those of the 
n-channel transistors, there 
can be four different transition 
times. One can have fast tran­
sitions from high to low, slow 
transitions in both directions, . 
and fast transitions in one di­
rection and slow in the other. 
Therefore it is necessary to pro­
vide vectors for all four possi­
bilities and to test with these 
vectors under temperature and 
voltage extremes . 

• TESTING THE TESTS 

Some testers do not provide 
the variety of stimuli available 
from CAE simulators. It is 
therefore necessary to make 
sure that the simulator's test 
vectors are compatible with 
the A TE used. If the vectors are 
converted for use with the 
ATE, one should be certain that 
no timing errors are intro­
duced. 

A basic difference between a 
simulator stimulus and an ATE 
stimulus is that the latter is 
synchronized to a clock and has 
a fixed pulse width. The simu­
lator's test vectors do not need 
to be synchronized and do not 
need a fixed pulse width. 

It should be obvious here 
that a reliable design depends 
on high levels of testability, 
and that normally calls for ex­
tra pins on the chip and extra 
logic within the chip. One 
might include, for example, 
multiplexers or scan path cir­
cuitry to detect hard-to-access 
faults. These requirements in­
volve trade-offs of reliability 
and testability against chip 

size and complexity. 
After all the test results have 

been reviewed, one can move 
on to placement and routing . 
Once a tentative layout is pre­
pared, one should evaluate its 
effects on performance, testa­
bility, and the reliability of the 
chip . 

Remember that a dense gate 
array has shorter interconnect 
lengths and shorter distances 
between interconnects, thus 
lending itself to higher speeds. 
However, a dense array might 
be more susceptible to shorts 
and to noise pickup from near­
by high-current interconnects. 
On the other hand, a low-den­
sity array requires higher cur­
rents to achieve the same 
speed. So there are trade-offs 
among chip size (and therefore 
cost), speed, and reliability. 

One should naturally select 
place-and-route software that 
will provide maximum gate 
usage, distribute power as 
evenly as possible, and mini­
mize noise coupling. 

After a design is completed 
and put into production, one 
can estimate the success from a 
reliability viewpoint by deter­
mining the failure rate. There 
are several approaches. One of 
them, the widely used Wad­
sack model, is expressed as: 

Field Failure Rate 
(1 - Y)(l - F) 

where Y is the yield of good 
dice to total dice on a wafer 
and F is the level of fault grad­
ing- the ratio of the number 
of detected faults to the num­
ber of possible faults. Thus, if 
the yield is 70% and the fault 
grade is 70% , the expected 
field failure rate is 0.09, or 
9%. • 
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Call us and get the details straight from the 
sources mouth. 

MSC and TriQuint. 
Two sources are better than one. 

A TEKTRONIX COMPANY 

Group 700, P.O. Box 4935, Beaverton, OR 97076 
(503) 644-3535 

GOS II 11 1 lrodtmork of GE/Ctlm1. 
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Enjoy the ''Crisp'' 
Sights and Sounds of High 
Performance and Reliability 
with D SP-Technology 

DIGITAL SIGNAL PROCESSING 

SM5831F 
~ Digital Video Filter • 
4 to 8 tap variable FIR 
f elk =15 MHz 
Package: 64PIN FPP 

SM5828 
~ Video Shift Resistor • 
8 bit word, 1 to 128 variable step 
f elk= 20 MHz 
Package: 24PIN DIP 

SM5805 
~ PCM Audio Digital Filter • 
121th order filter x 2 ch . 
Package: 28PIN DIP 

SM5808 
~ 8 x 8 bit Multiplier • 
t mac= 45 nS 
Package: 48PIN DIP 

SM5810 
~ 16 x 16 bit Multiplier • 
t mac= 65 nS 
Package: 64PIN DIP/68PIN PGA 

SPECIAL GRAPHICS 8c AUDIO 

SM6100 
~ 8 bit A/D Converter • 
Conversion time 2.1 

No S/H required 
P-bus compatible 

Package: 20PIN DIP 

PLL2001 
~ PLL Frequency Synthesizer • 
f in = up to 200 MHz 
Package: 16PIN DIP 

SC6433 
~ B/W TV Camera Sync. Generator ..­
NTSC or CCIR 
Packge: 22PIN DIP 

SM8530B 
~ IEC Bus Interface Controller• 
Meets IEEE-488 (GP-18) 
Package: 40PIN DIP 

SM5804 
~ Compact Disc Digital Filter • 
FIR (80 stage + 15 stage) 
Package: 60PIN FPP 

SM5130 
~PLL IC for Cordless Telephone • 
46 - 49 MHz 
Package: 16/18PIN/SOP 

For Technical Information, 
and Orders 

nJPC 
NIPPON PRECISION CIRCUITS LTD. 
USA, Canada, Australia and Asia Operations 
c/o Seponix Corporation 
2151 O'T0ole Ave., Suite L 
San Jose, CA 95131 U.S.A. 

TEL: (408) 922-0133 
FAX: (408) 922-0137 
TLX: 9102405802/SEPONIX USA 

TOLL FREE: 1-800-237-4590 
..... Seeking New Sales Reps. in USA & Canada, Pacific & Asia. ~ 
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Custom I Cs receive their 
just reward 

Seponix "Full Custom IC Designs" 
don't believe in Band-Aids. 

Are you satisfied with your "Gate Arrays, Semi-Custom ICs ?" 

Our experienced full 
custom IC design team 
integrates your ideas onto 
a silicon chip. Our extensive 
application and technology 
covers: 

Digital & Analog 
on chip ICs 

Telecommunication ICs 
Data acquisition ICs 
High voltage driver/ 

peripherals ICs 

Our latest VLSI process 
technology will guarantee 
high reliability and low/low 
cost in: 

CMOS 
DMOS 
Bipolar 
ECL 
Others 
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For Information: 
Please write and send your 
specifications and requirements 
for your custom IC to: 
Attn: Engineering Department 

Design Center 

ESE PON IX CORPORATION 
2151 O'Toole Ave., Suite L 
San Jose, CA 95131 USA 

TEL: (408) 922-0133 
FAX: (408) 922-0137 
TLX: 9102405802/SEPONIX USA 
TOLL FREE: 1-800-237-4590 



"Are you looking for higher yield in your VLSI production?" 
Your solution may be as simple as obtaining the New Generation Beads Blaster. 

~ Discover now the secret of Japan's top VLSI 
production high yield & high quality VLSI 
products through the use of Seponix's New 
Beads Blast Systems for semiconductor pro­
duction equipments (Ion Implantation, CVD, 
Vacuum Evaporator Sputtering, Wafer Pro­
cessing and others). 

~ These new Dry Blaster Systems have been 
designed for the ultra cleaning purpose of 
semiconductor manufacturing equipment 
without any mess during impurity contamina­
tion and during cleaning processing. Most 
major Japanese VLSI manufacturing com­
panies are now enjoying high yield produc­
tion of VLSI products due to detailed 
emphasis on the use of cleaning systems to 
insure very high yield . 

~ Seponix's new Beads Blast System can be 
used in either gray areas or clean room 
atmospheres. 

~ The new Beads Blast Systems will guarantee 
you with low maintenance requirements. 

General features shown in some of our standard 
beads blast systems: 
-Variable workpiece sizes 
-Auto transfer mechanism 
-Applicable in class 1000 cleanroom 
-Toxic and poisonous material handling possible 
-Easy disposal of waste abrades 

*Standard Clean Beads Blast Systems offered by Seponix. 

MODEL 
TYPE MAIN SPECIFICATION 

Main blast room plus one gate isolated room 
FV-10 (GIR) with bench 

FV-20 Main blast room plus one (GIR) 

FV-30 Main blast room plus two (GIR) 

Main blast room with two (GIR) plus ultra sonic 
FV-40 wafer cleaning room 

TR-100 Main blast room plus two (GIR) 

Main blast room plus one (GIR) with dust collector 
MS-20CR systems for clean room use 

S~stem 
Main blast room with two (GIR) plus ultra son ic 

300 water cleaning room for cleanroom use with 
Class B 

Main blast room plus one (GIR) with clean dust 
CS-800 collector hepa filter 

* Seponix will also accept custom design beads blast 
systems and any modification of standard systems. (There 
will be an additional cost from the standard price.) 

* *All standard unit prices includes the initial installation fee 
and operational training fee at the customer's site in the 
continental U.S.A. and Canada. Customers located outside 
these areas will be quoted F.O.B. San Jose, California U.S.A. 

Note: Special blast beads powder can be supplied upon 
request. 

All beads blast systems are included with a one year 
limited warranty from manufacturing defects . 

Model: System 2300 

-Some of our systems have been developed so that 
the operator may disassemble, blast clean, air 
blow, sonic clean and re-build the work piece all 
in one unit. 

(Prices subject to change 
without notice) 

APPLICATION PURPOSE 

General cleaning for small tools : 
Ion lmpla., C.V.D., sputtering, jigs and parts 

General cleaning for small tools : 
Ion lmpla., C.V.D., sputtering, jigs and parts 

General cleaning for small tools: 
Ion lmpla., C.V.D., sputtering, jigs and parts 

General cleaning for small tools : 
Ion lmpla ., C.V.D., sputtering, jigs and parts 

General cleaning for small tools : Ion lmpla., C.V.D., 
sputtering, jigs and parts /cleanroom application 

C.V.D. parts cleaning for big plate of 600 mm 
diameter in clean room 

Ion lmpla ., C.V.D., electrodes, sputtering &arts for 
cleanin~ in clean process of class 1 00 VLSI 
production 

Cleanroom use for general cleaning for small tools : 
Ion lmpla, C.V.D., sputtering, jigs and parts/bench 
type 

For Technical Information 
and Orders 

* * STANDARD UNIT PRICE 
PRICE IN U.S. DOLLARS 

$ 37,500.00 

$ 48,000.00 

$ 75,000.00 

$ 105,000.00 

$ 105,000.00 

$ 96,000.00 

$ 142,000.00 

$ 60,000.00 

B SEPONIX CORPORATION 
2151 O'Toole Ave., Suite L 
San Jose, CA 95131 USA 

TEL: (408) 922-0133 
FAX: (408) 922-0137 
TLX: 9102405802/SEPONIX USA 
TOLL FREE: 1-800-237-4590 

... Seeking New Sales Reps. in USA & Canada, Pacific & Asia ..... 
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Why high performance 
designers are so excited 
about the new PLO 7C330 
State Machine: 

As state machines go, this one goes 
the fastest. With the highest functional 
density available. 

A system that lets you design state 
machines that can execute control 
sequences at a full 50MHz without even 
breathing hard. 

High performance designers are 
excited by the extensive features, led by 
the richness of 256 product terms. 

By this part's ability to deliver twice 
the performance and density of previ­
ous generation PLDs, with about half 
the power. 

By the ease of programming, using 
popular programming languages 
and machines. 

And by the ability to design the high­
est performance state machines, with 
1000 to 1500 gate functionality, using 
reprogrammable PLD technology. 

See for yourself. Get our Preview Kit. 
Our Preview Kit, with demo floppy 

and technical paper, even includes 
application ideas, like our step-by-step 
design example showing you how to 
create a 16 x 4 programmable multi­
plexer using a single CY7C330. 

You'll also get the databook that has 
the information you need on this great 
part, and on ALL our high performance 
parts. 

CMOS high speed SRAM. 
CMOS high speed PROM. 
CMOS high speed PLD. 
CMOS high speed Logic. 

PLO 7C330 Preview Kit and Data­
Book. Yours free, for a toll-free call. 
DataBook Hotline: 
1-100-952-6300 

Ask for Dept. C103 
1-800-423-4440 In CA 

Ask for Dept. C103 
(32) 2-612-2220 In Eut0pe 
(416) 415-3922 In Canada --·-~ 

·:rcrPRESS 
?' SEMICONDUCTOR 

Cypress Semiconductor, 3901 North First Street, San Jose, CA 95134, Phone: (408) 943-2666, Thlex: 821032 CYPRESS SNJ UD, 1WX: 
910-997-0753. ~1988 Cypress Semiconductor. 

Windowed: 
Erasable an:able 
Reprogram 

soMHi operation 

Wer• 120 ntA 
LoWPo • 
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Demystifying 
A s I c • c 0 s T s 

H 0 W A R D K. D I C K E N , D M D A T A I N C., 

S C 0 T T S D A L E, A R I Z . 

stimating the cost of an ASIC needn't 

be a mystery. It is determined by several well-known factors. By understanding the relation­

ships of these factors, designers can plan their ASIC development to achieve the lowest ASIC cost 

and therefore a lower system cost. 

The cost of any IC, including ASICs, is a function of the wafer-processing cost, the yields, the 

assembly and package costs, and the amortized tooling costs-that is, the 

factory cost. The selling price is the factory cost marked up by a factor of 1. 8 

to 2 to cover overhead, R&D, and profits (Figure 1). 

The details of these costs and the relationships to other factors, such as the 

process technology and the circuit complexity, are of critical importance to 

IT DOESN'T 
HAYE TO BE A 

CLOAK.· AND· 
DAGGER 
AFFAIR 

the ASIC designer and user. Optimum system partitioning and total system cost are directly 

influenced by the cost of designing and manufacturing ASICs. 

The discussion here is based on an extensive computer cost model of the semiconductor 

design and manufacturing sequence. (The model software is available in several forms, ranging 
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Figure 1. Costs associated with the VLSI manufacturing process. 

LABOR (24.29%) - --
EQUIPMENT (30.00%) 

WAFERS (13 .57%) -- -- --

~ - INSTALLATION 

SUPPORT 
DIFFUSION 
IMPLANTATION 

ETCHING 

DEPOSITION 

PHOTO LITHOGRAPHY 

WAFER-PROCESSING COST COMPONENTS EQUIPMENT COST COMPONENTS 

Figure 2. Contributions to the cost of wafer fabrication. 

from a preprogrammed pocket 
computer to more detailed PC­

based interactive programs.) 

•WAFER-PROCESSING 

FACTORS 

What should you look for in 
a cost-effective semiconductor 
vendor? What are the critical 
factors that determine the cost 
and ultimately the market 
price of any semiconductor? 

As with any product, the 
primary factor is production 
volume. For a given part type, 
the typical semiconductor ven­
dor will follow a classical 
learning curve for production 
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costs for several years. The 
slope is typically in the range 
of 70% to 80%. In other 
words, for each doubling of 
production volume, the cost 
will decrease by 20% to 30% . 

The user should therefore 
avoid the "lonesome" technol­
ogies and parts that are not in 
the mainstream of industry 
production, unless his applica­
tion justifies their use. Not 
only is there a major cost de­
crease for established technol­
ogies and high-volume parts, 
but also the reliability of the 
parts, whether standard or se­
micustom, improves. 

In addition to the volume, 
wafer processing includes a se­
ries of technical factors that 
can have a major effect on the 
final market prices. Here are 
the key vendor-related factors 
and their ranges of impact on 
the final market price of an IC: 

•Wafer diameter, 15% to 
20% 
• Photolithography resolu­
tion, up to 50% 
•Maturity of the processing 
technology, up to 300% 
•Size of the facility, up to 
200% 
•Geographical location and 
labor rates, up to 20% 

•Effectiveness of the clean 
rooms and handling, up to 
200% 

For a modern 6-inch, 1-µm 
CMOS fabrication facility pri­
marily producing VLSI circuits 
for commercial use, the largest 
cost factors are equipment, 
supplies, labor, and testing. 
Other factors, like the cost of 
the silicon wafer, have consis­
tently ranged from 5% to 6% 
of the sales price of the prod­
uct. The facility cost-the de­
preciated value of the building 
itself, including the clean 
rooms-runs about 3 % . 

The costs of a processed wa­
fer depend primarily on the 
equipment, particularly for 
photolithography (Figure 2). 
For example, even with a fully 
loaded facility and efficient use 
of the equipment, over 3 cents 
of every sales dollar goes to 
photomasking equipment de­
preciation. This ratio assumes 
that steppers with prices of 
$750,000 to $1 million are 
used to achieve this process 
resolution. If X-ray or E-beam 
photolithography equipment 
will be required for processing 
below under 0. 5 µm, this ra­
tio will increase by a factor of 3 
to 4 because of the higher 
equipment cost and lower 
throughputs. 

One added cost factor is the 
installation. Typically, the 
cost of installation (plus setup 
and adjustment), plumbing, 
and supplying electrical con­
nections is 15 % to 20% of the 
equipment value. This added 
cost is normally capitalized 
and added to the depreciation 
costs per wafer . 

Supplies are another major 
cost factor for wafer process­
ing. With the requirements of 
submicron processing, the rel­
ative costs of the acids, source 
materials, and d~-ionized wa­
ter increase. Experiments have 
shown that some 30% of the 
wafer defects come from the 
chemicals and the water. The 
industry is continually im­
proving the grade of the mate­
rials, but at an increasing cost. 

Clean rooms are another 
area that is causing an increase 
in the relative cost of supplies 
and materials . Employee ma-
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Most simulation systems tell you as 
much about your ASIC design as this 
tells you about the Statue of Libe~ 

Get the full picture of your ASIC design's 
performance. Get the IKOS Simulation 
System. IKOS gives you more simulation 
information in less time than any other 
system. Simulate 15,000 gates with 34,000 
vectors in 34 seconds. Or 8,500 gates 
with 5,100 vectors in 4 seconds. Complete 
with detailed timing information! 

IKOS is a comprehensive ASIC simula­
tion system incorporating a combination 
of sophisticated software and hardware 
components that run on the Sun, Apollo, 
or IBM PC/AT platforms. It 
provides you with a streamlined, 
high-speed approach to stim­
ulus entry, logic and fault 
simulation, analysis, and ASIC 
library support. And, it integrates 
easily into your existing design 
environment. 

IKOS gives you a tremendous 
performance advantage. 

You enter stimulus the way 
you visualize it- by drawing 
waveforms. Powerful signal 

asynchronous signals and interfaces. 
With IKOS' real time logic analyzer 

you can run simulations interactively, 
pinpointing signals and conditions of 
interest. Gone are the tedious hours spent 
pouring over long output listings. 

There's no limit to the number of test 
cases you can generate and analyze with 
!KOS.You'll be able to simulate seconds, 
even minutes of real time system oper­
ation. And, gain the confidence that your 
ASIC design works as you intended it to. 

modeling features allow you to Without the IKOS Simulation System, most ASIC design mistakes 
easily and realistically simulate show up after production. 

CIRCLE NUMBER 33 

IKOS comes complete with all the 
simulation tools you need- at a low price. 
Use IKOS to get your ASIC design right 
before committing to manufacturing. It's 
almost as easy as snapping a picture. 

Give us a call. 

DAC Booth #565 

Now available on Sun! 

408·245·1900 
145 N.Wolfe Road · Sunnyvale, CA 94086 

Sun is a trademark of Sun Microsystems. Apollo is a trademark of Apollo Computer, 
Inc. IBM PC/AT is a trademark of International Business Machines Corporation. 
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YIELDED WAFER COST , 
125-mm DIAMETER $218 

WAFER PROBE COST $41 

TESTED WAFER COST 
(ADD FIRST TWO ITEMS) $259 

TOT AL DICE PER WAFER 270 

YIELD FACTORS 
49% • DEFECT YIELD 

• MASK YIELD 91 % 

• PROCESS MATURITY 93 % 

• DESIGN MATURITY 95 % 

TOT AL PROBE YIELD 39% 

NUMBER OF GOOD D ICE (MULTIPLY TOTAL 
DICE PER WAFER BY TOTAL PROBE YIELD) 105 

COST OF EACH GOOD DIE (DIVIDE TESTED 
WAFER COST BY NUMBER OF GOOD DICE) $2 .46 

• ,~ ' •C 

.,,;·~~ * ;;:t·~ -t 

TAlli 2. C'ALGUt.Allft TITAL ASIC con flCUllHIG {~·~ : ,#Mllll ANI 'tttnn . [;""' ' ; \ LlL'" · · ···2 ·' L 

DIE COST (TABLE I) $2.46 

PACKAGE COST $7.50 

ASSEMBLY COST $0.47 

TOTAL PACKAGED COST (ADD FIRST THREE 
ITEMS) $10.43 

ASSEMBLY YIELD 89% 

YIELDED ASSEMBLED COST (DIVIDE TOT AL 
PACKAGED COST BY ASSEMBLY YIELD) $11.72 

FINAL TEST COST $0.26 

FINAL TEST YIELD 89% 

FACTORY COST 
(ADD YIELDED ASSEMBLY COST AND FINAL 
TEST COST AND DIVIDE BY FINAL TEST 
YIELD) 

terials, such as gowns, gloves, 
booties, face masks, and caps 
-whether disposable or reus­
able-are now a major cost fac­
tor in daily operations. 

Larger wafer diameters can 
mean lower-cost parts, assum­
ing that the vendor has had 
enough experience with the 
new line. In theory, switching 
from a 5- to a 6-inch line will 
reduce the manufacturing cost 
by over 15 % . However, these 
savings are possible only after a 
one- to two-year process im-
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$13.46 

provement cycle to obtain 
equivalent yields. 

Where the user has a choice 
of technologies, as with any 
ASIC design approach, the pro­
cess resolution used can be a 
significant cost factor. At any 
time, there is an optimum 
range of process resolution. 
For typical commercial and in­
dustrial requirements today, 
this value is in the range of 1. 5 
µm. The relation to cost is 
simple. For example, if the 
user specifies a gate array de-

sign with an old 3-µm set of 
design rules, the resultant die 
area is excessively large. (Note 
that a larger die not only re­
sults in fewer parts per wafer, 
but also increases the likeli­
hood that each die will have a 
defect). Thus the cost could 
increase by as much as 50% . 
On the other hand, specifying 
a very high resolution process 
increases the cost because of 
lower process yields and higher 
equipment investments. 

Unless a vendor is forward­
pricing (setting costs in line 
with the price of the product 
when it matures), the price of 
products from a new facility or 
a new process recipe can be as 
much as three times higher 
than its mature selling price 
two years later. Very few ven­
dors can debug a new process 
and achieve typical yields in 
less than 12 to 18 months. 
Some new facilities have taken 
more than two years to reach 
full-production economies of 
scale. This experience curve 
also applies to other changes, 
like a move of the equipment 
or larger wafer diameter. 

How large should your ven­
dor's facility be? If we assume a 
normal facility loading factor 
of 85% to 90%, a facility 
should have a capacity of better 
than 3, 000 wafer starts per 
week to obtain the lowest-cost 
production. In smaller facili­
ties, the mix of equipment, 
including the need for spares, 
is less efficient. This ineffi­
ciency, coupled with fewer wa­
fers per run, contributes to a 
higher cost. Consequently, lo­
cations and local labor rates are 
not the most sensitive cost fac­
tors. However, the large over­
head portion, which includes 
R&D engineering, does bring 
the total labor content up to 
almost 45 % . 

One very cost-sensitive fac­
tor is the "effective defect den­
sity" of the vendor's facility, a 
value not readily available to 
most users. This factor is a 
measure of the number of de­
fects (such as accumulated dust 
particles) per square centi­
meter of processed wafer that 
will prevent the circuit from 
working. Usually, there is no 

relation between the claimed 
class of the clean room and the 
resultant defect density. 

The value of this factor, 
which can be considered a rela­
tive rating, can be determined 
for a given vendor if both the 
die area and the resultant wafer 
probe yield is known. The 
typical value of effective defect 
density for most U.S. compa­
nies is in the range of 1. 5 to 2 
defects per square centimeter, 
whereas some Japanese compa­
nies are operating in the range 
of 1 to 1. 5. This difference 
could translate into a price dif­
ference of as much as 2 to 1. 

• FABRICATION COSTS 

The yield at wafer probe, 
and thus the cost of each good 
die, is determined primarily 
by the die area and the effec­
tive defect density. If a fixed 
level of defects and a fixed lo­
cation is assumed, all dice on 
any one wafer can't work, be­
cause a defect will always be 
present in the defined area. As 
the chip is designed smaller, 
more parts will "miss" the de­
fects and the yield percentage 
will increase. This basic rela­
tion is defined by seve;al yield­
versus-area models, where the 
yield is typically an exponen­
tial function of the area. 

The relation of the number 
of defects to the die area and 
the resultant yield can be re­
presented by equations drawn 
from the models. The most 
basic representation is Mur­
phy's model, where the yield is 
represented as follows: 

y = [(I - e - AD)/AD] 2 

where A is the die area and D is 
the number of defects per 
square centimeter. 

Yields can of course be im­
proved by reducing the aver­
age number of defects. The 
extent of the reduction in de­
fects, however, is limited by 
the investment required in 
clean rooms and handling 
equipment. 

Of course, too, this basic 
yield curve will eventually be 
modified downward to account 
for the effects of the smaller 
line widths of the higher-reso­
lution processes. With 1-µm 
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XILINX 
PROGRAMMABLE 

GATE ARRAYS 
from 

HAMILTON/AVNET 
I 

PERFECT DESIGNS 
ALL THE WAY 

DOWN THE LINE 

CIRCLE NUMBER 34 

FIRST USER-PROGRAMMABLE 
GATE ARRAYS 

AVAILABLE THROUGH 
57 LOCATIONS 

Create complex logic designs with the 
Xilinx family of Logic Cell* Arrays, the only 
user-programmable gate arrays. You get 
the performance and densities you expect 
from a conventional gate array with none 
of the risk. That could add-up to sub­
stantial savings in time and money. 

Hamilton/ Avnet's experienced team 
of field application engineers are avail­
able to demonstrate the versatility and 
convenience of using Xilinx LCA*s. And if 
you want help with your design, our 
design center engineers are always 
on hand. 

Xilinx's patented architecture is respon­
sible for gate counts that range from 
1200 gates in our XC2064 to 1800 in the 
XC2018. While the 3000 series, with en­
hanced architecture, features the 2000 
gate XC3020. 

But this is only the beginning. The 9000 
gate XC3090 is soon to come, offering 
enough density for just about any log­
ic application. 

With speeds that run with the fastest 
performance microprocessors available, 
VLSI densities and 100% tested parts, the 
Xilinx Programmable Gate Array is the 
ideal logic device. And it's available now 
from Hamilton/ Avnet. 

So, if you want the very best in high 
performance, high density program­
mable logic, and the strongest technical 
support group around, get on the line with 
your local Hamilton/ Avnet representa­
tive today. 

For more information or to find the 
location nearest you, call toll free: 1-800-
HAM-ASIC. (In Canada, 1-800-387-6879; 
1-800-38 7-6849 in Ontario and Quebec.) 
·Logic Cell and LCA are trademarks of XILINX, INC. 



Figure 3. Tooling costs for custom and semicustom ICs. 

rules, for example, a dust par­
ticle of a given size will have a 
greater chance of causing a de­
fect that reduces the yield. 

The total assembly oper­
ation for plastic DIPs, includ­
ing the cost of the package 
parts (lead frame, molding 
compound, wires, and such) is 
approximately 5% of the mar­
ket price. In contrast, the on­
shore contribution of wafer 
fabrication and testing is ap­
proximately 50% . 

• THE ECONOMICS OF ASICS 

One of the hidden costs in­
curred when implementing a 
semicustom or custom IC pro­
gram is the time and labor 
involved in the planning 
stages, before the design and 
layout phases. This cost is 
typically a function of the 
complexity of the system and 
the percentage of the system 
incorporated into the IC. Typi­
cally, the planning cost is a 
function of the complexity as 
expressed by the number of 
gates. These costs include the 
steps of both system definition 
and initial logic design. 

The following items are 
typically included as part of 
the planning phase: 

• Partitioning the system 
• Preparing the logic block 

diagrams 
• Eliminating redundancy 

and logic optimization 
• Analyzing the logic in 

terms of gate count 
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•Determining the speed/ 
power requirements 

•Determining the package/ 
pin-out requirements 

• Selecting the technology 
•Determining the transistor 

count per gate 
•Determining the custom 

design approach 
•Estimating the die area 
•Determining the potential 

vendor and an alternate source 

When the designer has the 
opportunity to choose the 
complexity of his ASIC, he 
should aim for a level that bal­
ances the yield, and hence 
cost, of his chip with the total 
system cost. Given this bal­
ancing, the optimum wafer 
probe yield is typically about 
50% . In other words, the add­
ed cost of this modest yield, 
which results from high com­
plexity, is compensated for by 
a reduction in system packag­
ing cost. Based on this trade­
off, typical industry values for 
the optimum yield for indus­
trial and computer applica­
tions is 40% to 60% ; for con­
sumer products, the yield 
should be over 60% ; and for 
military and aerospace, the op­
timum yield is 10% to 20% . 
Yield consistently below 5 % 
indicates processing or design 
problems and the wrong sys­
tem partitioning. 

With the increased use of 
ASICs, this optimum partition­
ing is now available for a wider 
range of product designs. 

Many system manufacturers 
now analyze the system parti­
tioning in detail to determine 
the optimum functional com­
plexity and consequently the 
die size and yield of each sec­
tion of the system. 

The major factor in deter­
mining both the total program 
cost and the optimum IC de­
sign approach is the time and 
labor required for the tooling 
phase. Typically, this phases 
consists of the following steps: 

1. Logic checking, or sim­
ulation 
2. Floorplanning 
3. Placement and routing 
4. Digitizing 
5. Mask generation 
6. Test tape development 

The time and the costs (Fig­
ure 3) are a function of both 
the circuit complexity as ex­
pressed by the number of gates 
and the design approach. Full­
custom design requires that 
every mask layer be designed 
and checked, whereas , in 
terms of masks, gate arrays re­
quire only that the intercon­
nections be routed and 
checked . 

The accuracy of the tooling 
and the chance of success for 
the first layout have improved, 
thanks to the application of 
various CAE/CAD checking pro­
grams that perform logic sim­
ulation, check the routing, 
and verify both the design 
rules and the masks. In fact, 
the success rate on the simpler 

gate arrays is usually good­
between 70% and 100% . Lar­
ger arrays, of course, and other 
approaches, like standard cells 
and full-custom design, have 
lower success rates. 

After the tooling is com­
pleted and the mask set is ob­
tained, the prototype run is 
next. This typically consists of 
one wafer run ( 10 to 30 wafers) 
to process the new circuit. 
After initial wafer probing, 50 
to 100 chips are packaged for 
final testing and evaluation. 

If the devices meet all speci­
fications, and if there are no 
changes or errors in the design 
or specifications, with a good 
yield this operation is the last 
step before the quantity pro­
duction runs. This step, then, 
would also represent the last of 
the nonrecurring tooling 
charges. Typical costs for this 
step are $3,000 to $5,000. 

However, if there is a design 
or logic error, or if the design 
or one or more specs have 
changed, an iteration phase is 
necessary. This phase includes 
the costs of diagnosis (in the 
case of an error), redesign, one 
or more new masks, and a sec­
ond wafer-processing and as­
sembly run. The iteration cost 
depends on both the complex­
ity and the design approach. 

The total time required to 
the first tested circuit depends 
primarily on the design ap­
proach. With gate arrays, only 
two to three mask levels must 
be modified and processed; 
therefore it is possible to ob­
tain customized devices in less 
than eight weeks. At the other 
extreme, it can take over a year 
to design and evaluate com­
plex, full-custom circuits. Ad­
ditionally, with increasing 
complexity, the chances of re­
quiring an iteration increases. 

The basic problems in the 
use of an ASIC approach are: 

• Correctness of the logic 
design 
• Length of time to the first 
working product 
• Test programs 
• Design-related reliability 
problems, like latch-up 

Most vendors and users will 
agree that the biggest risk fac-
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HOW TO SUCCEED IN 
ASIC PROTOTYPE VERIFICATION. 

FIRST TIME. EVERY TIME. 

Even first-time 
ASIC designers 
can put Tek's new 
turnkey prototype 
test system to 
work, with total 
confidence in the 
results. 

There are no 
languages to learn, 
no difficult setups, 
no complex inter­
pretations, no incomplete 
answers. 

You simply advance 
from one menu to the next. 
Use the same test vectors 
you developed during 
design. Debug with highly 
flexible, interactive pattern 
editing and timing charac­
terization routines . 

Test vector data from 
your logic simulator is 
translated and checked 
for tester compatibility 
automatically. 
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Test up to 
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speed analysis, 
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resolution and 
accuracy for 

unprecedented signal 
measurement qual ity. The 
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OUT quickly. 

The system can be 
easily reconfigured to help 
with many other complex 
problems- including 
integrating your ASIC onto 
the circuit board . 

To learn more about 
Tek's DAS9200 Personal 
ASIC Verification System, 
cal l: 1-800-245-2036 
In Oregon , 231-1220 
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tor is correctly processing the 
wrong logic design. Another 
issue, as noted, is a change in 
the logic or specifications . 

When an error occurs, typi­
cally most of the correction 
time is spent diagnosing the 
problem and redesigning the 
circuit or components. Diag­
nosis and redesign times (the 
latter whether due to an error 
or to a change) are, again, 
typically a function of the 
complexity of the circuit and 
the design approach. 

The minimum production 
iteration time is the relative 
fixed times required for one or 
more new masks, a new run of 
wafers, and the assembly of the 
initial samples for testing. 
Typically, this time is six to 
eight weeks under normal in­
dustry conditions. 

Time is still a critical factor 
in ASIC design. Many compa­
nies are using gate arrays to 
meet certain product market 
windows. However, in some 
cases even the typical turn­
around time of 8 to 12 weeks is 

too long. This market need has 
created a new class of semicus­
tom products called fast-tur­
naround chips, which typically 
rely on laser patterning to ob­
tain the custom metallization. 
The claimed times have been 
as low as 24 hours . These ap­
proaches, although fast, are 
still limited in complexity and 
logic flexibility. 

If the system's electrical 
performance specifications can 
be obtained through any of the 
design approaches, the choice 
then depends on the interact­
ing factors of available time, 
degree of risk, total number of 
uni ts required for the life of 
the program, and minimum 
program cost. 

For any volume require­
ment, there is a minimum to­
tal program cost, which is the 
minimum of the sum of the 
amortized tooling and proto­
type costs and the cost of each 
circuit. For example, gate ar­
rays have the lowest tooling 
costs but the highest unit cost. 
Thus, for a low-volume re-

DESIGN DEVICES 
"CUSTOMIZING YOUR NEEDS" 

COMPLETE ASIC SUPPLIER 
IF YOU ARE THINKING OF USING ASIC'S 
(APPLICATION SPECIFIC INTEGRATED 
(CIRCUITS) AND ARE NOT SURE WHERE 
TO START, GIVE THE ASIC DESIGN TEAM 
AT DESIGN DEVICES A CALL. WE OFFER 
THE FOLLOWING CAPABILITIES: 

• A CHOICE OF TEN FOUNDRIES 
• TRAINED AND EXPERIENCED DESIGN EN­

GINEERS 
• CUSTOMER SERVICE DEPARTMENT TO 

BOOK & EXPEDITE YOUR ORDER 
• ORIGINAL DESIGN CONSULTING 
• TEST VECTOR GENERATION 
• WORK STATIONS, ACCELERATORS & 

MAINFRAME 
FOR INFORMATION CONTACT: 

DESIGN DEVICES 
20301 CENTURY BL VD. 

GERMANTOWN, MD 20874 
(301) 428-6660 

A DEPARTMENT OF FAIRCHILD COMMUNICATIONS & ELECTRONICS CO. 

CIRCLE NUMBER 36 
94 V L S 1 S Y S T E M S D E S I G N 

quirement, this combination 
would involve the lowest cost. 

The lowest-cost approach, 
however, is overridden by the 
time and risk factors. For ex­
ample, if a working circuit is 
needed in 15 weeks, it is un­
likely that the choice could be 
full-custom, even if this ap­
proach provided the lowest 
program cost. These areas can 
be defined more accurately by 
making some of the cost mod­
eling calculations shown later. 

• AN EXAMPLE GATE ARRAY 

What are the manufactur­
ing costs and typical market 
prices associated with an aver­
age gate array? The typical ar­
ray today uses a 2-µm ( 1. 5-
µm effective channel length) 
silicon-gate CMOS dual-metal 
12-mask technology on a 5-
inch wafer. This technology 
allows performance of up to 
50-MHz clock rates and delays 
of 1. 2 ns. The arrays are de­
signed to operate from a 5-V 
supply and dissipate 20 
µw/gate/MHz. Assuming an 
average-sized array with 3, 700 
gates (2,800 usable), the die 
size is 250 X 250 mils (62, 500 
mil2

). 

The worksheet shown in Ta­
ble 1 demonstrates how the 
calculation proceeds. Given a 
manufacturer's facility and 
manufacturing costs for a 5-
inch wafer, you can estimate 
the wafer cost. Total wafer cost 
includes the cost of wafer 
probe testing. A 5-inch wafer 
holds about 270 dice measur­
ing 250 X 250 mils. 

Next, the total of 270 dice 
is multiplied . by yield factors 
that statistically determine to­
tal yield. These include defect 
yield from processing; mask 
yield from aligning masks and 
handling wafers; process matu­
rity, which reflects processing 
control; and design maturity, 
which indicates the likelihood 
of remaining design bugs. The 
product of all these yield fac­
tors is what we expect the wa­
fer probe testing to reveal. 
From the numbers in Table 1, 
the total probe yield is 39% of 
270, or 105 good dice . The 
cost of each good die, there­
fore, is $259/105 = $2.46. 

Assume this device is placed 
10 a 68-pin, hermetically 
sealed, ceramic surface-mount 
package . Assembly itself can 
create defective parts, from 
handling the dice and defec­
tive bond wires, so that assem­
bly yield must be considered. 
Once packaged, the parts go 
through a more exhaustive test 
than at the wafer probe sta­
tion. Assuming 89% yield at 
these two steps, the total as­
sembled and tested cost would 
be about $13.46 each. Given a 
markup of 1. 8 to 2, the typical 
market price would then be in 
the range of $25 to $30 each, 
not including the nonrecur­
ring tooling (NRE) costs. The 
tooling costs, including test 
tapes and masks, would be 
about $17 ,500, which would 
result in a quoted price of 
$30,000 to $35,000 for the 
NRE portion. For a part of this 
complexity, the initial samples 
could be delivered (under nor­
mal market conditions) 8 to 10 
weeks after authorization. 

This article has examined 
the factors influencing the cost 
of IC manufacture , particularly 
ASJCs, and presented an exam­
ple of how to estimate the cost 
of a semicustom . As dis­
cussed, the cost of an ASIC is 
affected by a number of fac­
tors. Production volume is the 
prime determinant of an ASIC's 
cost, but by no means is it the 
only influence. The choice of a 
particular vendor imposes a 
number of production-related 
technical constraints, such as 
process technology maturity 
and wafer size. A vendor's 
manufacturing procedures also 
dictate efficiency of the entire 
process. Then, there are ele­
ments under closer control of 
the designer. Careful system 
partitioning, for example, can 
play an important role. In gen­
eral, careful planning prior to 
design and layout is key. • 
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• 
CASE SYSTEMS 

CAN REPRESENT 

THE FLOW OF 

DATA AND 

CONTROL JUST AS 

CAE SYSTEMS 

SHOW CIRCUITS 

• 

ODELING 
COMPLEX 
SYSTEMS 

ROBERT A. TIERNEY, 1-LOGIX IN C., BURLINGTON, MA SS. 

BEHAVIORAL models are often used by VLSI system 

designers to represent portions of a system during the design 

process. Created using a high-level language like C or 

Pascal, behavioral models are compiled and linked to the 

CAE logic simulator to allow the detailed portion of the 

system design to interact with the behavioral model. Be­

cause behavioral models can be extremely complex, outside 

contractors are often relied on for the development of the 

models. The process, however im­
plemented, is always time-con­
suming , expensive, and error­
prone . 

Advances in the emerging field 
of computer-aided software engi­
neering (CASE) may provide a more 
efficient approach to behavioral 
modeling . It is now possible to 
graphically represent an accurate 
behavioral model and link it with 
an electronic design. 

• WHAT IS CASE? 

Like CAE tools, CASE tools use 

sophisticated graphics worksta­
tions. They provide a means for 
the user to represent the flow of 
data and control, much the way 
CAE workstations show chips and 
circuits. Some of the more sophis­
ticated CASE tools have the ability 
to represent real-time systems that 
must work in interrupt-driven en­
vironments . Tools of this caliber 
incorporate timing characteristics, 
which are vital to a model of a 
large system . 

One such tool is Statemate, a 
workstation-based system engi-
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a graphic 

approach 

to CASE 

using state 

diagrams 

neering tool for the specification, 
simulation, and design of com­
plex, real-time systems (Hare!, 
1987). Unlike most CASE tools, 
this new tool can represent not 
only the functionality and struc­
ture of complex systems but also 
their behavior (Figure 1). With it , 
designers can create a logical rapid 
prototype of their system and then 
execute it to verify the system's 
performance. 

The system to be designed and 
analyzed is described with State­
mate using three interrelated 
graphical languages : activity­
charts, which are reminiscent of 
hierarchical data-flow diagrams; 
statecharts, which extend state 
transition diagrams ; and module­
charts, which represent archi­
tecture . 

The purpose of the activity­
chart is to define what processes 
are to take place in the model. 
This "view" of the model shows 
where control and information 
comes from and goes to. It uses 
various types of boxes and arrows 

MAY 1988 



Figure 1. Statemate enables designers to graphically express complex VLSI devices at the behavioral level. The screen display shows a statechart of the behavioral 
specification for Signetics' SCN2681 dual UART chip. 

(Figure 2); each type has a specific 
meaning with respect to the mod­
el's functionality. 

The large box represents the 
high-level activity being modeled. 
Within this box are sets of activi-

, ties (boxes) that are used to define 
the model. The surrounding dot­
ted boxes represent the external or 
environmental activities that the 
model will interact with. In the 
example that we will consider 
shortly, the dotted boxes would 
represent the logical interface be­
tween the model and the rest of 
the system. 

To interconnect activities, 
which are represented by boxes, 
we make use of data and control 
flows, represented by solid and 
dashed arrows, respectively. A 
data flow represents data items 
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that flow between activities. A 
control flow represents activation 
commands (such as start, stop, sus­
pend, resume) or activity status 
feedback. 

In a complex model it may not 
be possible or even practical to 
represent all the activities on one 
level. For this reason, Statemate 
makes use of hierarchical descrip­
tions. Hierarchical descriptions 
enable a user to define a group of 
high-level activities (functions) 
and then create lower-level activi­
ties as he or she continues the 
modeling process. 

Once the multilevel activities 
and data and control flows have 
been defined, we have in effect a 
visual mapping of where our mod­
el will accept, process, and then 
pass on data. 

To use an example, let's design 
a very simple model for an ALU. 

This device may have data (infor­
mation) and control signals (in­
struction set) as its I/O, and it may 
be further defined as a group of 
lower act1vit1es that do the 
following: 

get instruction 
get data 
process data 

add 
subtract 
multiply 
divide 
etc. 

output data 

There is also a data store called 
"TEMP." 

Each of these activities repre­
sents a function for the device (see 

AN 
ACCURATE 

BEHAVIORAL 

MODEL CAN NOW BE 

GRAPHICALLY 

REPRESENTED AND 

LINKED WITH AN 

ELECTRONIC 

DESIGN 
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It takes more than desk-changing 
for two companies to merge. They need to 
have a shared vision of the world and the 
future. 

With AMO and MML the calling was 
clear To produce advanced programmable 
logic devices for a wide range of needs. To 
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ducts to market as soon as possible. 

We're delivering on this promise of 
the future in myriad ways. With a product 
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no one can beat our programmable gate 
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projects up and running. 
Because it's impossible to create 

great designs without great software, we 
also offer PALASM® software, the industry 
standard. Were investing heavily to keep 
PALASM as current as our hardware. 

With the best network of distributors, 
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distributor support: TestPro Centers. Now 
you can speed through programming and 
testing at authorized centers. 

Just bring your logic pattern to your 
closest TestPro Center They'll program 
and they'll test the parts to factory quality 

standards. Relieving you of the burden of 
test vector generation. 

And we'll always be here with 
immediate and expert help in getting your 
design moving. Just call AMO at (800) 
222--9323. 

Or write Advanced Micro Devices, 
Inc., 901 Thompson Place, P.O. Box 3453, 
Sunnyvale, CA 94088. 

One try and you'll be sharing our 
vision, too. 

Advanced Micro Devices l1 
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Figure 2. A sample activity-chart demonstrates the data and control flow. Each of various types of boxes and 
arrows has a specific meaning with respect to the functionality of the device being modeled. 

PROCESS_DAT A 

GET~INSTRU€TION ADD 

GET_DATA 

Figure 3. In this activity-chart for a simple ALU, the arrows show where data and control are generated and 
accepted. 

Figure 3). The arrows show where data 
and control are generated and accepted. 
Since our model must interact with the 
rest of our system, it makes sense to model 
these additional parts as a set of external 
activities. The exchange of information 
and control between external and internal 
activities is also represented by such 
arrows. 

• DEFINING THE FUNCTIONS 

The specific functions that this ALU 

performs are defined by an instruction 
signal (control) from the outside world 
(external activity). The data that is pro-
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cessed comes from the information flow . 
With this activity-chart, we are able to 

define what functions are to take place in 
our ALU . These functions have information 
flow between themselves and the outside 
world. Control is provided as well and 
represents the instruction set for the pro­
cessor. We now have a multilevel descrip­
tion of functions and a mapping of the 
information interface of this device. 

This description is not enough to define 
a behavioral model. The activity-chart 
does not provide how, when, and why all 
this information and control are to be 
processed. 

It is the statechart view that allows us to 
define the behavior of these activities. We 
then combine the two charts in such a way 
that the statechart controls the activity­
chart. In this way, we can develop a 
complex model of a device at any level of 
detail. At each level we may define a set of 
necessary activities (processes) and the cor­
responding statecharts that define their 
behavior. 

Statecharts are a derivative of finite 
state machines (Harel et al., 1988). They 
represent the modes, or states, that a 
system may be in. For example, a light can 
be in the on state or the off state; it cannot 
be in both states at the same time. 

By including transition lines, we pro­
vide a mechanism to change from one state 
to the next. The transition lines may have 
a corresponding level describing the dis­
crete event that causes the model to 
change its current configuration. These 
triggering events can also be combined 
with conditions or other events to form 
compound labels. 

The definitions of these labels follow 
specific syntactic and semantic rules in 
order for the system to be well specificed 
behaviorally. For example: 

make_true !(x) 

read(y) 

/stop (adder) 

;the value of x is 
set to TRUE 

;y is read from a 
data store 
;the process "ad­
der" is halted 

GO ; the event go 
if GO then ABC endif ;if the event go 

occurs, then gen­
erate the event 
ABC 

With the use of statecharts we can 
define processes that are concurrent. This 
capability is useful when, for example, the 
device has two processes that are simulta­
neously active. This notion is implement­
ed with the use of an "and line" to create 
two statecharts that communicate and 
therefore have some level of control over 
each other. To the CAE user, the use of 
communications between states, termed 
"broadcasting," would be most like a 
handshaking protocol between two com­
munications devices . 

Figure 4 gives an example of a state­
chart with concurrency. The transition 
from state D to state c occurs after the 
trigger "TM(EN(D),3)/GO_B." This label can 
be interpreted as, "a time-out occurs three 
clock units after the event of having en­
tered the state D; at this time, also take the 
transition to c and broadcast the event 
'GO_B." The effect here is the transition 
from state A to state B. 

The use of broadcasting is very impor-
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tant with respect to a complex model 
design . It provides a controlling mecha­
nism between concurrent components. 

• SIMULA TING THE CIRCUIT 

The specification described visually 
with the Statemate design system is rigor­
ous and formal. It "understands" the visu­
al descriptions perfectly, to · the point of 
being able to analyze them for crucial 
dynamic properties , carry out rigorous 
animated executions and simulations of 
the circuit or system described, and create 
running code automatically. In the world 
of CASE, these features are invaluable when 
it comes to the quality and reliabi lity of 
the final outcome of a complex system . 
For the world of electronic design, one 
ramification of these features is that the 
Statemate description is ideally suited for 
use as a behavioral model. 

With activity-charts and statecharts, 
designers have the necessary tools to mod­
el the functions and behavior of a complex 
VLSI device. This mode.I can be executed 
and dynamically analyzed. To verify that 
the model represents the device as intend­
ed, a test suite would be created. The test 
suite would consist of stimuli in the form 
of data and events from the external activi­
ties represented in the model. If specified 
correctly, the model should process these 
environmental interrupts and data 
changes and produce predictable results. If 
not , the user can edit the charts and labels 
to correct the problems and then rerun the 
simulation . 

Up-Front CASE 

Though less than 1 % of the dol ­
lars invested in computer-aided 
software engineering (CASE) in 1987 
was for front-end tools, this is ex­
pected to change rapidly as system 
eng ineers and their managers realize 
that the cost of a design error grows 
almost exponentially as it moves 
down the design cycle from abstract 
idea to finished product . Front-end 
tools allow testing of the design at 
the early stages of design. 

R . C. W ittenberg 

Simulation with the Statemate environ­
ment can be performed in three ways. 

The first is interactively, allowing the 
user to focus on specific areas of interest. 
Changing data, causing events to occur, 
scheduling actions , and so on , all can be 
done from the keyboard or through menu 
selection. 
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TM (EN(D),3)/GO_ B 

Figure 4. This statechart shows an example of concurrency. It uses "broadcasting" to provide a controlling 
mechanism between concurrent components. 

The second means of simulation makes 
use of a batch file. Interactively entering a 
large amount of data and control becomes 
tedious and reduces the amount of time 
avai lable to analyze the model. The system 
allows the user to write a simulation con­
trol program (SCP) to drive the simulation . 
Through the SCP, the user is also able to 
make use of more sophisticated actions 
like defining breakpoints , reading from 
and writing to files, and generating ran­
dom numbers . 

The third way to simulate is wi th the 
design system's newest module (not yet 
released), which translates the Statemate 
model into prototype Ada code for execu­
tion in the target environment . In princi­
ple, the next logical step would be to link 
that code with the logic simulator to pro­
vide a complete simulation of the sys tem 
under development. 

Currently , behavioral models run as ex­
ternal programs linked to the logic simu­
lator. When a predetermined breakpoint 
is reached , the logic simulator wi ll halt , 
passing data and control to the behavioral 
model, which processes them and then 
passes new data back to the logic simula­
tor, allowing it to continue on with the 
simulation. By creating an environment 
that permits the logic simulation port ion 
to generate the external control and data 
for the Statemate model, a user could 
simulate a complete system in much the 
same way. 

We have seen that with the new design 

environment , a behavioral model can be 
created graphically, as opposed to the cre­
ation of traditional behavioral models, 
which require an extensive programming 
background. Moreover , the system can be 
used to generate a model at any level of 
complexity necessary . In addition, the 
graphical environment reduces the time 
required to create a behavioral model. The 
use of Statemate would also reduce the risk 
of inacuracies entailed with present 
approaches. • 
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Top-Down Simulation of a 

Minisupercomputer 
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THE DESIGN CYCLE of the recently announced Convex C series 

. of supercomputers was significantly shortened by extensive use of 

top-down simulation. The entire CPU and memory system were simulated 

and extensive diagnostic tests were executed on the simulation before 

building any hardware. The new processor was designed using a mixture 

of discrete lOOK ECL logic, ECL static RAMs, dynamic RAMs, 3,000-to-

10,000-gate ECL gate arrays, and 20,000-gate CMOS gate arrays. A total 

of 14 unique gate array types were designed . The simulation of the new 

gate array designs was virtually a fallout of the overall simulation 

strategy. 
This new CPU design is the basis for five new Convex machines: the 

c210, with one CPU; the c220, c230, and 
c240, with two , three, and four CPUs, 
respectively , tightly coupled in a multi­
processor environment; and the cl30, a 
lower-cost , lower-performance uniproces­
sor system . For this article, we will call 
the newly designed CPU the c series 
design. 

The top-down design approach repre­
sented a significant departure from the 
approach taken for the first Convex ma­
chine, the cl. In that design, only the 
ASIC devices received any significant logic 
simulation, with verification of the rest of 
the system being done by first construct­
ing a wrapped-wire version. The approach 
taken appeared to be the only practical 
approach available to us in 1983. Our 
computer resources were limited to a sin­
gle VAX-11/780, which was only available 
to the hardware design team 12 hours per 
day (the software team had it the other 12 
hours) . 
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There was no true behavioral-level sim­
ulator available. One could write extended 
functions in a high-level language and 
link them to a gate-level simulator, but 
that wasn't the simulation environment 
necessary for the top-down design of a 
supercomputer. Everyone recognized the 
necessity of thoroughly simulating the 
ASICs, but we intentionally limited the use 
of semicustom chips to discrete arithmetic 
functions, which contained virtually no 
control logic. That being the case, we 
were able to simulate each ASIC as a simple 
stand-alone function. 

The ASICs used in the c 1 design were 
8,000-gate CMOS arrays, and we were ca­
pable of performing about 100 simulation 
vectors per hour with the SCALD simulator 
running on the VAX . At that rate, it 
would have been impossible to simulate 
any significant portion of the system, giv­
en the speed of the simulator and the v AX 
time available . In contrast, using the En-

dot N . 2 simulator at the behavioral level 
running on the C 1 provided us with a 
simulation capability that was about 
1,000 times faster than what we had for 
the C 1 design, thus making a thorough 
top-down simulation strategy possible . 

• WHY TOP-DOWN 

The top-down approach was motivated 
by several factors. We felt that it was a 
better way to design a complex computer 
system and that it could significantly 
shorten the design cycle. The latter as­
sumption proved to be correct. Whereas 
the time from the start of the project to 
producing the first hardware was about 
the same as for the c 1, the many months 
of debugging required to take the C 1 
design from a wrapped-wire prototype to a 
hard-tooled production machine were re­
duced to a few weeks in the C series 
design. Also, wire wrapping would not 
have been suitable for the C series ma­
chine, which is primarily an ECL design. A 
by-product of the top-down approach was 
that it allowed each of the system-level 
designers and ASIC designers to work more 
independently and simulataneously-sav­
ing additional time. 

• THE IMPACT OF SYSTEM-LEVEL 
SIMULATION ON ASIC DEVICES 

The C series design called for a signifi­
cant amount of control logic to be imple­
mented in ASICs, and it was important to 
simulate these devices in their system en­
vironment. We now feel that ASICs can be 
designed that will produce the expected 
functionality and performance on the first 
pass . This success is virtually ensured by 
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the ASIC vendors using extensive up-front 
simulation , capacitance extraction, back 
annotation, and resimulation-even if the 
designers don 't go through this procedure 
before releasing their net lists . 

Our biggest concern in designing the 
ASICs was that the designed functionality 
was not the functionality actually required 
for proper operation in the system as a 
whole. Making sure that the designed 
functionality is, in fact, the required func­
tionality, is best accomplished by simulat­
ing the entire system, including the ASICs. 
Further, performing this simulation at the 
behavioral level allows one to determine 
the required functionality of the ASICs and 
all the other system components prior to 
gate-level design. In addition, the simula­
tion runs significantly faster, which in 
turn allows more extensive simulation per 
fixed CPU resource. 

• THE TOOLS SELECTED 

The N. 2 simulator was selected, pri­
marily because of its strong behavioral­
level capabilities, since behavioral was the 
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bulk of the simulation task. Although the 
N. 2 simulator doesn't employ built-in 
gate-level primitives, gate-level simula­
tion was also done with it by using small 
behavioral models to handle the basic 
gate-level logic functions. All simulations 
were done with zero delays, and a separate 
static path analysis timing verifier was 
used to verify proper timing of the entire 
system. 

We used Valid Logic Systems' worksta­
tions for schematic capture. One of the 
primary benefits of the Valid system is 
that the database for a design is available 
to the user in several different forms, and 
each form is documented and in ASCII text 
of one variety or another. This variety and 
the accompanying documentation make it 
rather easy to write utility programs to 
translate Valid data into another format 
or, for that matter, to translate other 
forms of design data into the appropriate 
Valid format . 

To aid in gate-level simulation, we 
wrote a program to translate the Valid 
database into a format acceptable to the 

N . 2 simulator. The . 2 simulator does not, 
however, perform fault grading, and it 
was felt that fault grading of the final test 
patterns for the ASICs was an extremely 
important task . The c series design re­
quired 14 new gate array designs , plus one 
previous array design. However, most of 
the arrays are used several times through­
out the design, adding up to more than 
100 ASICs total in a single-processor sys­
tem. Consequently, avoiding any possibil­
ity of "test escapes" is extremely impor­
tant. Fault grading was performed with 
the Silos simulator from SimuCad running 
on the cl. 

The tools and programs we used are 
summarized in the table. 

• BEHAVIORAL-LEVEL 
SIMULATION 

The logic simulation was constructed 
hierarchically and went through consider­
able evolution during the course of the 
project. The initial behavioral models that 
were written modeled the operation of the 
various parts of the machine. The partition-
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Only Mentor Graphics 
maps symbols to silicon. 

The bigger the IC design, the bigger the 
problem: you're trying to locate a discrepancy 
between the schematic and your IC layout, but 
all you have is an ASCII error report. It's like 
driving all over a strange city to find an 
address - without a map. 

That's why Mentor Graphics created 
REMEDI,™ a graphical interface that helps 
debug complex layouts. REMEDI works with 
Dracula II,™ taking the leading layout 
verification package's layout-versus-schematic 
checks a step further. LVS errors detected with 
Dracula II can be quickly pinpointed on both 

the layout and schematic using REMEDl's 
interactive graphical correlation capabilities. 

And, because REMEDI is part of 
ChipGraph,™ the powerful Mentor Graphics full 
custom IC layout editor, as soon as you find an 
error you can fix it. There's no need to move 
back and forth between the layout editor and 
the debugging tool to correct the design database. 

Today's complex VL5I designs demand a 
layout tool that lets you create and navigate 
efficiently through a maze of mask data. So 
ChipGraph provides flexible geometry editing 
and fast cell-based layout tools. Beyond this, 



Structured Chip Design (SCD), a hierarchical 
approach to physical layout, removes much of 
the unnecessary and confusing mask data, while 
retaining correct functionality and interfaces. 

With SCD, you can work with a simplified 
representation of the cell when making higher 
level decisions. And you can easily move 
between SCD and more familiar tools, with no 
loss of productivity. The result? The tightest 
possible layout, created quickly and accurately. 
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maintaining version control, through a network­
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And there's no need to worry about 
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Dracula II is a trademark of ECAD, Inc. 
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PRIMARY TOOLS IN THE CONVEX DESIGN . AUTOMATION SYSTEM 

TOOL OR PROGRAM SUPPLIER 

~ --
N.2 EN DOT 

SILOS SIMUCAD 

GED VALID LOGIC SYSTEMS 

VALIDTIME VALID LOGIC SYSTEMS 

MDT PACKAGE PCK TECHNOLOGIES 

ALLEGRO VALID LOGIC SYSTEMS 

UTILITIES INTERNALLY WRIITEN 

ing of the system into separate models was 
along the expected physical boundaries. 

The initial simulations were of a more 
architectural nature, to prove that all the 
necessary building blocks existed, to iden­
tify any possible bottlenecks in the sys­
tem, and to prove that there were no bus 
conflicts on the major system buses. In 
some cases, functions that were to be 
implemented in gate arrays were identi­
fied early on, and the initial set of behav­
ioral models followed this physical parti­
tioning of the implementation. 

The initial system simulation is repre­
sented pictorially in Figure l. The topol­
ogy files shown in this and the subsequent 
figure are basically a net list that describes 
the "hookup" of the various behavioral 
models. 

Obviously , some consideration of how 
the logic would ultimately be designed at 
the gate level went into the initial set of 
behavioral models. But having completed 
the early behavioral simulation, the de­
signers then concentrated their efforts on 
the implementation of the logic, and 
throughout thi~ effort, there were signifi­
cant changes. For example, certain pieces 
of logic that were initially assumed to fit 
with other pieces on a given printed cir­
cuit board were shifted around as better 
estimates of package counts were made. 
As we considered early timing issues, it 
became obvious that certain events would 
have to occur at the "half-clock" edge, as 
opposed to the major cycle boundary , and 
that certain other pieces of logic may 
require a clock that led or lagged the 
system clock. 

Additionally, many of the initial behav­
ioral models represented a combination of 
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I' . FUNCTION . ·: 

BEHAVIORAL, GATE-LEVEL, AND 
M IXED BEHAVJORAL AND GATE-
LEVEL LOGIC SIMULATION 

FAULT GRADING OF ASIC TE T 
PROGRAMS ~· 

SCHEMATIC CAPTURE, MANUAL ASIC 
AND PCB PLACEMENT 

TIMING ANALYSIS 

MULTIW!RE PRINTED W IR ING 
BOARD ROUTING (KERNEL 
VECTORIZED ROUTING ALGORITHM 
WRIITEN BY CONVEX) 

ETCHED PCB ROUTING 

I 

NUMEROUS, FOR DAT ABASE 
TRANSLATION AND DISPLAY 

discrete logic and gate arrays. Though we 
may have assumed that gate arrays would 
be used to implement part of this logic , 
frequently we didn't know exactly how 
many different gate array designs or how 
many copies of a single design would be 
used for the final implementation. 

Through the course of doing cell count 
estimates, taking a harder look at gate 
array pi n counts, and making a first-pass 
analysis of some critical paths, and so on, 
the definition of gate arrays began take 
shape. As a result, the number of behav­
ioral modules in the system simulation 
was increased, and the simulation evolved 
into a slightly different form. As an exam­
ple, Figure 2 shows a more finalized form 
of the vector processor portion of the 
simulation . 

• PROVING FUNCTIONALITY 

The simulation became the primary ve­
hicle for proving the correct functionality 
of the entire design . Diagnostic engineers 
developed a complete set of tests, pre­
dominantly scan-based, to verify the en­
tire system. They also wrote a diagnostic 
scan interface to the simulator which emu­
lated the same interface that would be 
available on the console of the actual ma­
chine. Not only did these diagnostics 
serve to verify the proper functionality of 
the simulated machine, but also the same 
diagnostics were used on the actual hard­
ware as well . Whereas the diagnostics 
served as the primary verification tests for 
the simulated system, the simulation 
served as a debugging vehicle for the diag­
nostics, resulting in a set of proven diag­
nostic tests available before the hardware 
was ready . 

As various parts of the logic were prov­
en to operate correctly on various tests, the 
simulated cycle-by-cycle results were 
saved, along with the tests themselves and 
their proper method of execution. These 
then formed the regression tests to be re­
executed each time the logic was changed. 
For example, one set of diagnostics may 
have simulated correctly, but later another 
test may have failed and some change to 
the behavior may have been required to 
make that test pass. Having made such a 
change, all of the previous tests would be 
run again to prove that the most recent 
change had no effect on operations that 
were already working properly. 

• BEHAVIORAL MODELS AID IN 
ASIC DEVICE SPECIFICATION 

A by-product of having each ASIC speci­
fied with a separate behavioral model in 
the system simulation is that the behavior­
al models can become good functional 
specifications for the ASICs. They do not 
necessarily replace the need for a written 
functional specification of the devices, 
since reading and interpreting a behavioral 
model requires a good familiarity with the 
simulation language. Certain other people 
associated with the project, like the board­
level test engineers, quality assurance en­
gineers, and manufacturing technicians, 
all may need to gain at least a working 
familiarity with the function of an ASIC, 
and this familiarity is probably better ac­
complished with traditional block dia­
grams and textual description of the oper­
ation of the device. 

However, given the complexity or the 
functions performed by an ASIC, it can be 
virtually impossible to write a functional 
description that, in testing, describes ex­
actly what the device will do under every 
possible circumstance, input data pattern, 
and so on. However, should any question 
arise about what a device will do in a 
particular situation, the system designer 
can look at the behavioral model to deter­
mine the device's behavior and make fixes 
where necessary. 

Similarly, the ASIC designer can look at 
the behavioral model of the surrounding 
system to gain insight into what the sys­
tem requires of the device. Obviously 
gate-level logic schematics provide a simi­
lar vehicle, but it is desirable that the 
system designer and the ASIC designer be 
able to proceed with their gate-level de­
signs fairly independently of one another, 
without the design work of one person 
holding up another. Of course, the same 
person may be doing the design of an ASIC 
and the surrounding external logic (or 
other ASICs). Still, behavioral models can 
serve the same purpose, and the designer 
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Figure 1. In this pictorial representation of the initial system simulation, the topology files are basically a net list that describes the "hookup" of the various behavioral models. 

of any piece of logic can refer to the 
behavioral model for that logic in much 
the same way that a flow chart can be used 
in developing a piece of software. 

• GATE-LEVEL LOGIC DESIGN 
AND VERIFICATION 

The task of gate-level logic design be­
came one of creating logic that provided 
the same behavior as did the higher-level 
models . The gate-level design of any part 
of the logic could easily be done by an 
engineer, independent of the work being 
done by others, using the behavioral mod­
el(s) as the blueprint. Obviously there 
were still some trade-offs to be made for 
the sake of ac performance or for logic 
simplification or parts count reduction, 
and when such changes were made , the 
behavioral models would also be corre­
spondingly changed. 

In certain cases, a simulation at a level 
lower than the entire system simulation 
proved valuable . As a simple example, 
testing an ADD instruction from the sys­
tem level would require loading registers; 
performing a register-to-register addition; 
and to make the result visible outside the 
bounds of the CPU, writing the register 
containing the result back to main mem­
ory. Of the several machine cycles tn-
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volved , the one cycle in which the addi­
tion actually takes place is the only one of 
interest to the person designing the adder. 
Therefore creating a separate simulation 
driver that focused on the operations of 
interest proved to be an efficient method 
for detailed verification of certain pieces of 
the logic. 

Verification of the gate-level logic re­
quired only that the designer prove that 
the gate-level logic produced the exact 
same behavior as the behavioral models. 
This proof was generally accomplished in 
one of two ways. One method was to 

replace the behavorial model of the logic 
with the gate-level expansion in the full 
system simulation or in a simulation made 
using a separate simulation driver as de­
scribed above. Within the N. 2 simulator, 
the interface with the behavioral models is 
identical to the interface for a gate-level 
expansion of that same logic. 

It is therefore very easy to form a simu­
lation that replaces any behavioral model 
or set of behavioral models with the gate­
level equivalents. Regression tests could 
then be run to prove that the operation of 
the system or subsystem was identical to 

what had previously been simulated using 
the behavioral model. 

Another method was to run a simula-

tion using the behavioral model and trace 
all inputs and outputs of that model 
throughout the course of the simulation. 
Then the same inputs could be applied to 
the gate-level logic and the outputs could 
be compared with those previously traced 
to ensure proper gate-level functionality. 

The second method required more over­
head than the first to extract data and 
reformat it for application during the 
gate-level simulation; however, it allowed 
the gate-level simulation to proceed much 
more rapidly. The trade-off between the 
two generally revolved around the com­
plexity of the initial simulation- was the 
initial simulation a full system or was it a 
subsystem? Also involved in making this 
trade-off was the number of machine cy­
cles of gate-level simulation that one 
wanted to perform. If the gates in ques­
tion could be simulated in a subsystem , or 
if relatively few cycles were involved , it 
was easier and more efficient to just re­
place the correct behavioral model with 
gates. 

• VERIFICATION OF ASIC DEVICES 

As previously indicated, behavioral 
models should be partitioned along phys­
ical boundaries. This partitioning is espe­
cially important when it comes to the 
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All the information you need on soldering printed circuits is in this special 
handbook. It thoroughly covers all aspects of printed circuits-from 
design , material selection, processes, equipment, inspection, and qual­
ity, touchup, and repair to line management and cost studies. You'll learn 
about the new technology of surface mounting on to printed circuits that 
is fast becoming standard in the field. 
To order, circle # 121 on reader service card. 

State-of-the-art computer security techniques 
BUILDING A SECURE COMPUTER SYSTEM 
By Morrie Gasser 
$34. 95, 288 pages, illus. 
A must for the practicing computer professional who wants to under­
stand and implement technical solutions to computer security problems. 
It is a major reference source for all security issues that are likely to come 
up in the day-to-day work of all computer professionals. 
To order, circle #125 on reader service card. 

TO ORDER FOR 15-DAY FREE EXAMINATION: Simply circle the 
appropriate number(s) on the Reader Service Card at the back of this 
magazine. Your book(s) will be sent to you for your 15-day examination . If 
you are satisfied , keep the book(s) and pay the purchase price plus post­
age and handling . Otherwise return the book(s) by the end of the 15-day 
period and owe nothing . You may also order by writing directly to VLSI. 

To order, use the card provided or call toll-free 1-800-645-6278 and ask for 
Kathie Conlon . 

~VAN NOSTRAND REINHOLD 
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Figure 2. As the simulation progressed, the number of behavioral modules increased, and the simulation evolved into the form shown above,, which represents a more finalized 
form of the vector processor portion of the simulation. 

verification of the ASICs. If a single behav­
ioral model is used to represent several 
ASICs or to represent a mixture of ASICs and 
discrete logic, the signals that represent 
the pins of the ASIC may not exist as such 
in the system simulation and instead may 
just be buried in the internal state of the 
behavioral model. These buried pins make 
tracing of the inputs and outputs of the 
device much more difficult and preclude 
the ability to simply replace a behavioral 
model in the system simulation with the 
gate-level logic of a single gate array. 

Both gate-level verification methods 
described for verification of the board­
level logic were also used for the ASICs , but 
most of the verification was done by trac­
ing the inputs and outputs of the behav­
ioral model and then independently simu­
lating the gates. 

One reason for this approach was that 
during a single behavioral-level simula­
tion, the inputs and outputs of several 
ASICs could be traced at one time and then 
each device could be individually simulat­
ed using that data. A second reason was 
that the ASIC designers needed a method of 
independently simulating the ASIC using 
test vectors as the input and expected 
output so that they could verify the final 
set of tests that would be provided to the 
ASIC vendor. 

As a result of this requirement, we used 
a set of utility simulations that employed 
traced data as inputs and expected out-
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puts. One utility was used to read test 
vectors in the vendor's format and auto­
matically build a simulation driver to ap­
ply those patterns to either a gate- or a 
behavioral-level model of the ASIC and to 
cause the outputs of the model to be 
traced. Fujitsu was the vendor chosen to 
supply both the ECL and the CMOS ASICs . A 
second utility was used to compare the 
traced outputs with the expected outputs 
from the Fujitsu-format test vectors and 
provide a formatted table of differences. 
With this utility in place, a third one was 
written to allow the trace file from a 
system-level simulation to be translated 
into the Fujitsu test vector format. 

Although the test programs developed 
for many of the ASICs contained a number 
of vectors that were derived from system­
level sim ulation, the main purpose of the 
tests were to prove that each device had 
been properly manufactured. Therefore 
fault coverage and verification of an ASIC's 
ac performance were the primary concerns 
in the set of patterns that were delivered to 
the ASIC vendor. Many of these patterns 
were generated by hand, and others were 
generated using intelligent random-num­
ber techniques rather than relying strictly 
on patterns derived from system-level 
simulation. 

It appears that some users of ASICs don't 
make this distinction. Many times, ASIC 
designers concentrate on running simula­
tions to prove that the device does produce 

the correct behavior that the system re­
quires, then they use those same patterns 
as the manufacturing test of the device, 
even though the patterns may do a rela­
tively poor job of detecting many of the 
possible manufacturing defects or verify­
ing the true ac performance of the device . 
Conversely, some ASIC designers seem to 
concentrate almost entirely on fault cover­
age and do not perform a thorough enough 
job of verifying that the design exhibits 
the exact behavior required by the system. 
Obviously, proper system behavior tests 
and a high-quality manufacturing test are 
both very important, though neglecting 
to put enough emphasis on system behav­
ior has the most severe impact. Such ne­
glect can lead to a costly redesign of the 
device and may bring the rest of the 
project to a halt . This most important 
aspect of ASIC design came virtually as a 
fallout of all of the extensive system-level 
simulation done on the c series project. 

It might be interesting to note that, at 
Convex, the ASIC designers perform all 
phases of the design, including the gen­
eration of the manufacturing tests. Fault 
grading of the manufacturing tests was 
performed with the Silos simulator. As we 
did for the N . 2 simulator, we wrote utility 
programs to convert the Valid database 
into a Silos format and to convert Fujitsu 
format test vectors into the format re­
quired by the Silos simulator. 

With the ever increasing density of 
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ASICs, wt. are often asked how we will be 
able to deal with the design and simula­
tion of new or next-generation devices . . 
Our response is simple. To properly de­
sign ASICs, one really needs a CAE system 
that is capable of simulating the entire 
system, not just an individual ASIC device. 
Any CAE system that can handle the top­
down simulation of an entire supercom­
puter is certainly capable of dealing with 
ASICs of any size. The actual size and 
complexity of each ASIC really becomes a 
simple issue of partitioning. 

•BOARD-LEVEL TESTING 
BENEFITS 

Each printed circuit board was also 
treated like an ASIC. A simple utility was 
written to allow signal traces from the 
simulation to be translated into the format 
of a circuit board functional tester. As the 
first boards were completed, we were able 
to independently debug these boards on 
the board tester without waiting for the 
entire board set to be completed and with­
out having the uncertainty of which of 
several boards might contain the error 
when a problem was uncovered. With the 
extensive simulation done before fabrica­
tion of the first hardware, the number of 
problems actually encountered were few, 
but this method of testing each board 
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against simulated results served to further 
reduce the time required to produce a fully 
functional machine. 

• SUPPORTING THE DESIGN 
SYSTEM 

We have not discussed several other 
aspects of the CAE/CAD system used for the 
c series design, such as timing verifica­
tion, gate array macrocell placement, and 
printed circuit board placement and rout­
ing. Yet they were also partially responsi­
ble for the success of the project. The full 
electrical design automation system in 
place at Convex is a mixture of products 
from several vendors, supplemented with 
tools and utilities created internally. 

Although it may be desirable to have a 
design automation system supplied by a . 
single vendor that can take a design from 
the architectural phase all the way through 
the generation of PCBs and ASICs, the 
single system that would exactly fit our 
needs did not exist when we started the C 
series development, and it does not appear 
to exist today. That does not imply that 
there are no systems on the market that 
attempt to cover this scope. Design auto­
mation vendors are making progress, but 
our view is that each of these systems has 
some weakness in one area or another. 

Many vendors do not have the behavior­
al-level simulation power of the N. 2 simu­
lator; some do not have the ac timing 
verification capabilities of the SCALD tim­
ing verifier; others do not have the PCB 
placement and routing capabilities that we 
require; and so on. Also, many of the 
commercial systems restrict their use to a 
single platform. They may offer a choice of 
platforms, but once the platform is cho­
sen, one is expected to perform all oper­
ations from interactive schematic capture 
to computationally intensive fault simula­
tion on it. We have found it more desir­
able to turn the interactive tasks over to 
the workstation, while relying on the gen­
eral purpose supercomputer for computa­
tionally intensive tasks. 

Our experience has been that if one is 
willing to expend some effort in internal 
support, a better-fitting system can be 
created by picking the best items available 
from several different vendors. However, 
we should quantify the level of "internal 
support" that went into the series project. 
The entire CAE/CAD effort was supported 
through about half of the project by a 
single dedicated CAE engineer, and a CAD 
engineer was added later as the focus 
switched from simulation to printed cir­
cuit board routing. Also, we benefited 
greatly from the efforts of a computer 
systems manager who kept the design 
team up and running without fear of los-

ing any of the valuable design data. 
Now, these were (and still are) very 

intelligent and hardworking individuals, 
and one can argue that they did more work 
than their actual numbers would tend to 
indicate; but the point is that this entire 
design system did not require the support 
of an army of engineers. Throughout the 
design, the efforts of these people were 
supplemented by those of some of the 
knowledgeable and willing members of 
the system-level and ASIC design teams . In 
many cases, these designers would find a 
case where the system could be improved, 
and thus their "manual" effort minimized, 
by some operating procedure or utility 
program. They would then simply write 
the program or put the procedure in place. 
There is no doubt that the designers them­
selves are generally in the best position to 
recognize where they can most benefit 
from additional automation and to know 
exactly what form it should take. They 
also have a much higher sense of urgency 
when it comes to putting some design aid 
in place for their project than any central 
CAE/CAD organization could possibly have. 

• SUMMARY 

The success of the c series design is an 
excellent example of the benefits a thor­
ough top-down design and simulation 
strategy. A design automation system that 
allowed us to take this approach was put in 
place from a mixture of commercially 
available products, along with some inter­
nally generated tools. Using workstations 
for the interactive tasks and a supercom­
puter for computationally intensive tasks 
allowed us to perform a large set of sys­
tem-level simulations. Though this ' ap­
proach requires the investment of addi­
tional time before beginning the actual 
logic design, it can significantly reduce 
the total time to market and can yield a 
much more producible and error-free de­
sign. Most of the design problems were 
found and fixed on paper rather than in 
hardware. In the case of the C series effort, 
all of the semicustom chips and many of 
the printed circuit boards were shipped to 
the first customer on revision A. • 
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microprocessor development 
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High-performance 8, 16 
and 32-bit emulation. 

Software development 
tools, including source 
and symbolic level 
debuggers. 

As the challenges of developing and 
debugging embedded microprocessor 
designs becomes more and more com­
plex, you need the best development 
tools possible. 

And nobody offers you higher relia­
bility, better performance or a quicker way 
to develop and debug your 8, 16 or 32-bit 
systems than Applied Microsystems. 

Our emulators, for example, can be 
controlled from the host computer you 
work with (VAX, Sun, Apollo, IBM PC or 
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Performance 
frontiers 

erroe ectric Chips 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . 

Are Memories Made of This? 

S T A N B A K E R, E D I T 0 R - A T - L A R G E 

THE CONTINUING quest for new memory technologies has led 

researchers back to the study of a well-known natural phenom­

enon, ferroelectricity . According to its proponents, ferroelectricity reap­

plied could provide the ideal nonvolatile memory. If current develop­

ments are extrapolated, ferroelectric devices could seriously challenge all 

other types of semiconductor memory devices; they promise essentially 

unlimited nonvolatility without degrading function, performance, densi­

ty, or cost. 
The developers of this new entry in the memory sweepstakes are bent 

on paring the ever growing number of memory device types. They hope 

to replace all currently used memory devices with one general-purpose 
nonvolatile ferroelectric RAM. If it can 
prove itself in the memory arena, ferro­
electric technology will alter system archi­
tectures and software . Beyond that lie 
even more exciting possibilities: it has the 
potential to radically change logic devices. 

• UNUSUAL PROPERTIES 

The new memory devices leverage an 
unusual electrical property of ferroelectric 
materials . These materials can permanent­
ly store charge as the orientation of ions in 
their lattice structures rather than as elec­
trons in traditional capacitors, in which 
the charge can leak rapidly away. 

Ferroelectric research began after 1921, 
when it was discovered that the polariza­
tion of Rochelle salt could be reversed by 
the application of an electric field. In later 
decades many more materials , in different 
chemical classes , were found to exhibit 
similar effects. In some cases the effect was 
a problem because scientists were trying to 
find better dielectrics, especially during 
World War II, when a substitute for mica 

116 VLS I SYSTE M S D ES I GN 

was being sought . 
A general understanding of ferroelectric 

phenomena was slowly developed over sev­
eral decades . But in the 1960s a unified 
theory of the ferroelectric effect finally 
began to emerge. This advance gave rise to 
better metrology techniques and experi­
mental methods , and after 1970 much of 
the work began to focus on feroelectric 
films and their place in electronic devices. 
This work led directly to the founding of 
Ramtron Corp . of Colorado Springs, 
Colo. , and Krysalis Corp. of Albuquer­
que, N .M., to exploit the electronic possi­
bilities of ferroelectrici ty. The prime re­
sult was the birth of ferroelectric materials 
with adequate reliability, good response 
speed, and operating voltages and dimen­
sions that make them compatible with 
semiconductors. 

The new patented technology has been 
coupled lately with silicon semiconductor 
structures . However, while the history 
and data of the materials research is readily 
available, the details of many of the elec-

tronic-related patents and their support­
ing data is not , since most of this informa­
tion is classified as proprietary data by the 
companies involved. 

Memory system designers are expected 
to apply these new nonvolatile devices 
rapidly over the next few years , and the 
champions of this technology are boasting 
that not only will ferroelectric devices 
compete with and replace many DRAMs , 
SRAMs, EEPROMs, EPROMs, PROMS, and 
ROMs, but also they will be making in­
roads into programmable logic devices, 
gate arrays, and random logic chips. 

Certainly, that 's a lot of bragging for a 
technology that hasn't made it to the field 
yet , but laboratory studies and results 
from prototype devices support the 
optimism. 

The ferroelectric capacitor is inherently 
a bistable device. The ferroelectric materi­
al contains molecules that are ionized and 
unbalanced. The unbalance causes them to 
line up with one another , leaning in the 
same direction and therefore causing a net 
electrical charge, or a natural polarization; 
and this molecular charge rotates to align 
with an impressed electric field. The effect 
has also been used to electrically control 
the optical polarization of such materials. 
But the bistability comes from the hyster- . 
esis characteristic produced as the ions are 
twisted back and forth (Figure 1). 

The ferroelectric material is used as a 
dielectric that becomes part of a capacitor 
when it is sandwiched between two metal 
plates . As the electric field across the 
capacitor is switched in direction , the ions 
follow the electrical field. However, a 
major difference from a conventional ca-
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pacitor is that this charge orientation re­
mains even when there is no voltage across 
the capacitor. In other words, what is 
involved is not the storing of a charge, but 
an alignment of existing charges; the phe­
nomenon is analogous to magnetic poles 
aligning in magnetic storage materials. 

The ferroelectric effect creates stable, 
reliable nonvolatile electrical charges. Its 
researchers project that the materials un­
der development will give more than 100 
years of nonvolatility and operate satisfac­
torily for more than 10 15 cycles. At pre­
sent, ferroelectric RAMs have achieved en­
durance ratings of at least 10 11 cycles, 
whereas EEPROMs are achieving endurance 
ratings of 105 cycles at best. In addition, 
the new RAMs have good radiation 
resistance . 

Experts from Ramtron and Krysalis say 
the ferroelectric capacitors will change 
about 2: 1 over the full military tempera­
ture range, whereas the capacitors now 
used in DRAMs will exhibit even larger 
changes. Of course, there are other vari­
ations that can affect all types of memory 
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capacitors. For example, manufacturing 
defects can degrade the capacitors to a 
point that it becomes difficult to accurate­
ly and reliably sense the output signals 
from the memory cells. 

Additionally, to balance out the com­
mon-mode changes, the outputs must be 
sensed by differential amplifiers. As in 
DRAMS, dummy cells at the ends of rows 
or columns are used to drive a reference 
side of each amplifier. This is only one of 
many techniques that will be borrowed 
from familiar traditional memory chip 
designs. 

The borrowing points out the underly­
ing simplicity of what is happening. A 
new material with a rather simple phe­
nomenon is being incorporated into tradi­
tional device structures. Integrating the 
new phenomenon has been worked out at 
the laboratory level. Putting it into gener­
al practice involves merging it with many 
familiar techniques. 

Of course, the new devices can function 
as a nonvolatile memory only if the 
"states" can be detected reliably. Detec-

tion is not difficult, but the act of detec­
tion does alter the state. If a voltage pulse 
is applied to the plates with a polarity that 
reverses the charge alignment, the voltage 
source will have to supply a minimum 
amount of charge in order to effect this 
change. But if the polarity of the voltage 
pulse is such that it doesn't change the 
alignment, much less charge is required. 
This difference in charge is detected across 
a standard capacitor placed in series with 
the "ferrocap." In actual practice, the bit 
lines in a memory array form the capaci­
tors collecting the charges to be sensed 
(see "Current Devices and Designs," p. 
122). 

Detecting the states of an array of ferro­
caps is accomplished by driving them all 
to the same state and noting which ones 
change. However, as noted, the lost states 
must be restored if the device is used as a 
memory. The technique now used resets 
the lost states concurrently with the read­
out of data by the sense amplifiers. The 
resetting is internal to the chip and is 
invisible to the memory user. 

VL S I SY S T E M S D ES I GN 117 



Nobody makes it denser 
45,000 gates in a CMOS channel-type gate 
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array 

For further information, please contact: 

High integration and high speed-you get it all from 
NEC's new CMOS-5 and-5A channel-type gate array 
families. Gate counts start at 2 000 and range all the 
way up to 4 5 000, the world record for density in a 
channel-type CMOS device. Gate utiliz.ation is over 
90% (µPD65450). 

Speed rivals ECL performance. Internal gate 
delays are l.Ons for a standard gate; 0.65ns for a 
power gate (F/O = 3, L = 3mm). 

CMOS-5 and-5A families protect your system with 
high resistance to latchup-over IA (typ). That's 
more than enough for security in most applications. 
Other features include: 

DHigh drive capability: loL=3-18mA. 
D 5 K-ohm pull-up resistor-incorporated buffers; 

ready for TTL bus lines. 

NEC now offers you the broadest CMOS gate array 
lineup-six families, with 3 7 masters, including the 
world's densest channel-type gate array. For more 
information, call NEC today. 

Family Master Gate Count 1/0 Pads 

µ.PD65025 2016 71 

032 3366 81 
044 4440 112 

051 5292 120 
061 6348 132 

CMOS-5 071 7500 144 
082 8748 152 
103 10800 164 
140 14256 188 

180 18144 224 

240 24000 256 
µ.PD65300 30600 256 

CMOS-5A 
450 45012 256 

USA Tel:1-800-632-3531. In California: Tel:1-800-632-3532. TWX:910-379-6985. W. Germany Tel : 0211-650302. Telex:8589960. 
The Netherlands Tel:040-445-845. Telex:51923. Sweden Tel:08-732-8200. Telex:13839. France Tel:1-3946-9617. Telex:699499. 
Italy Tel :02-6709108. Telex:315355. UK Tel:0908-691133. Telex:826791. Hong Kong Tel:3-755-9008. Telex:54561. Taiwan Tel : 
02-522-4192. Telex:22372. Singapore Tel:4819881. Telex:39726. Australia Tel:03-267-6355Telex:38343. NEC 



APPLIED VOLTAGE 
(2 V/DIV) 

Figure 1. The oscilloscope trace shows the hysteresis 1 loop of a ferroelectric capacitor. The two stored charge 
"states" are the two intercepts of the loop and the zero I voltage vertical axis. 

Figure 2. Krysalis has seen first silicon on its second device, a 16K UniRAM, which, like the 256-bit version, employs 
the ferrocapacitors actively in the nonvolatile memory. 

To enter data into the memory , the 
state of one or more ferrocaps is set simply 
by impressing a voltage that is high 
enough to saturate the charge alignment 
in the desired direction. When data are 
read from the ferrocaps, the amplifier 
sensing the voltage accross the bit line 
capacitors drives the ferrocaps with posi­
tive feedback and forces them to return to 
the states that existed before sensing. 

This basic theory seems simple enough . 
However, many pitfalls had to be over­
come before making practical devices. Ma­
terials had to be developed that produced 
reliable readout signals- particularly with 
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extremely small capacitor plate sizes, typi­
cally a few tens of square microns. The 
electrical characteristics must be predict­
able and stable. Also , many ferroelectric 
materials exhibit a "wearing" effect 
whereby the difference in readout from the 
two states gradually approaches zero. Ad­
ditional material requirements include op­
eration over the full military temperature 
range and the ability to be easily layered 
into the processing of silicon ICs. 

•USABLE DEVICES 

In the last few years researchers at Ram­
tron and Krysalis have solved enough of 

the problems to field the first usable 
devices. 

Most of the ferroelectric materials in­
vestigated were in the Perovskite family, 
selected for their crystalline structure. 
Ramtron evaluated a number of these ma­
terials , including potassium nitrate 
(KN0 3), bismuth titanate (Bi 4Ti 30 12), 

lead germanite (Pb 5Ge 30 11 ), and various 
lead zirconate titanate (PZT) compounds . 
It has had the most success with the PZT 

compounds, and its present memory chips 
use this group of compounds. Krysalis has 
had the best results with a "modified" lead 
titanate (PbTiO 3) . 

Krysalis made a prototype device with 
512 bits and has recently fabricated a 16K 
device (Figure 2). It is also designing 
256K devices. The company made an alli­
ance with National Semiconductor Corp. 
in January under which National will fab­
ricate Krysalis 's designs and be a partner 
in development and marketing. Krysalis 
estimates the sampling of its 16K chip will 
begin late this summer. 

Ramtron, which is making its silicon 
prototypes at the University of Colorado, 
has licensed the use its new technology 
with gallium arsenide devices to a young 
Australian semiconductor company, Ra­
mex Ltd. Ramtron has built a 256-bit 
device (Figure 3) and is also designing 16K 
and 256K devices. However, its 256-bit 
device used the new ferroelectric technol­
ogy to act as a shadow RAM . The ferrocaps 
act as a backup for a standard SRAM when 
the power is turned off, and they force the 
SRAM cells into the proper state when 
power is reapplied (see again "Current 
Devices and Designs ," p . 122). 

• LOGICAL APPLICATIONS 

The first goal for Ramtron and Krysalis 

Figure 3. Ramtron's first device is the 256-bit FM801 
FRAM, which uses the ferrocaps in a shadow RAM 
arrangement for power-off data storage. 

M AY 1 988 



FERROELECTRIC 
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Figure 4. Ramtron uses a three-step process to layer thin-film lead zirconate titanate (PZT) ferroelectric capacitors on the surface of a CMOS SRAM structure. 

is to bring ferroelectric devices to the 
memory market. But success there will 
surely be followed by applications in the 
logic arena. Both companies are research­
ing all the possibilities, but they won't 
supply any details . They suggest that they 
don't have anything to talk about now , 
since their resources are focused on 
memones. 

The most apparent way to use ferroelec­
tric materials in logic is for the gate oxide 
in MOS transistors . The alignment of ions 
will interact with the flow of charge in the 
adjacent channel. The alignment could be 
switched, as in a ferroelectric memory, 
altering the current flow in the transistor 
channel and causing two states of bias. 
This action could lead to flip-flops with 
only one transistor and a quantum simpli­
fication of logic structures. 

The logic possibilities, in both semicus­
tom ICs and standard random logic parts, 
can be imagined , but neither company is 
willing to project what might happen. 

•IMPACT ON ARCHITECTURES 

The long-range impact of ferroelectric 
memories on architectures is more evident 
than future logic based on the ferroelectric 
phenomenon. Today, the many types of 
memories support the complex hierarchies 
used in memory subsystems in the com­
puter world, even down to desktop units. 
There are cache memories, main memo­
ries , read-only memories, dual-port 
memories, hard disks, floppy disks, and 
many more. If many of these can be re­
placed by one type of low-cost memory 
device, it would greatly simplify many 
aspects of computer systems. The hierar­
chy requires a considerable overhead of 
hardware and software and consequeqtly 
increased price. The complexity also re-
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duces system speed and reliability. Sim­
plification thus has many architectural im­
plications- for system software as well as 
hardware. 

Having low-cost , high-density nonvo­
latile RAMs available would likely cause 
code that is now booted to become resi­
dent and capable of being updated with­
out exchanging parts. Because of a differ­
ent mix of cost, density , function, and 
performance , the handling of code would 
be reorganized. 

There are no architectural implications 
from the 16K designs expected to be ready 
as samples by the end of this summer. But 
the 256K designs will offer the possibility 
of making significant changes in sys­
tems- primarily from power savings, 
simplification of the many types of mem­
ory subsystems into one, and elimination 
of the overhead circuitry required by 
DRAMS or EEPROMs. 

• CIRCUIT DENSITIES 

A primary cost factor is the number of 
memory cells that can be crammed into a 
square centimeter. DRAMs of course have 
the smallest cell area. If other memory 
device cells are referred to a DRAM cell, 
with its area normalized as 1, we get the 
following approximate relations: 

•DRAM = 1 
•EPROM = 1 
•Ferroelectric RAM = 2 

(current designs) 
•SRAM 3-4 (depending on the 

number of transistors used) 
• EEPROM = 2 (floating gate) 

This picture, however, is changing, and 
will therefore force changes in the memory 
hierarchies, because cell size is related so 
strongly to cost . DRAMs are trying to race 
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Figure 5. Ramtron is developing this simple one-tran­
sistor RAM cell, and Krysalis is working on a similar 
design. 

further ahead in density , but shrinking 
the dimensions can make the capacitance 
too small for sufficient alpha radiation 
insensitivity or adequate sensing of sig­
nals. DRAM designers have been working 
around this problem by resorting to trench 
capacitors and by stacking transistors over 
and within the capacitors . Unfortunately , 
shrinking dimensions also have increased 
the complexity to the point that it's rapid­
ly undermining the economic viability of 
the DRAM. 

The nonvolatile structures show promise 
of closing the gap with DRAMs in terms of 
density. EPROMs are essentially there al­
ready, and stacked EEPROM structures are 
on the horizon that promise to do the 
same. The next round of ferroelectric RAM 

designs are likewise expected by their de­
velopers to close the gap. 

Ferrocaps have 100 times more capaci­
tance per unit area than those used in 
DRAMs, which are made with oxide films . 
A ferrocap in a cell can be hidden under 
the area of a contact, whereas DRAM de­
signers are going to extremes of processing 
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Current Devices and Designs 

The two companies working on ferroelectric memories 
have initially approachd the design of the memory cell 

from different directions . In Ramtron's ferroelectric RAM , the 
ferrocaps act like "shadow" memories. They are not used 
during normal read/write cycles; instead, they set the SRAM 
cells to the correct states when they are powered up. The 
ferrocaps also retain the data when the power is turned off. 
However, in the current designs at Krysalis , the ferrocaps are 
cycled during reading and writing . Whereas Ramtron reads 
and writes to the 
SRAM, using the fer­
roelectric cells as 
backup nonvolatile 
memory , the Krysa­
l is chip actually 
reads , writes , and 
stores the data in 
the ferroele c tric 
cells. 

Ramtron's tech­
nique allows it to 
exploit the full 
speed of the SRAM 
cells , since the fer­
rocaps are not cycled 
through reversals 
during the read/ 
write operation. 
Therefore the cycle 
time of the FRAM is 
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main text). The devices are trademarked as UniRAMs. 
Even though the Krysalis cell is slow today, ferrocaps are 

not the culprit, and the company expects future designs to 
cycle much faster. The ionic displacement mechanism is 
certainly slower than the response of electrons in normal 
dielectrics. But ferrocaps have been tested at frequencies well 
into the gigaherz range, and no one has yet experimentally 
determined the switching limits of the materials. According 
to researchers at Krysalis, experiments so far have indicated 
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that their cycle 
times can be as low 
as 10 ns or less . 

Krysalis is work­
ing on a 256K de­
sign with a cycle 
time goal of 100 ns 
or lower. Ramtron 
is also designing a 
256K device, but it 
projects that the 
chip will achieve a 
cycle time of 55 ns . 

essentially that of 
th e CMOS SRAM, 

Figure A. In Krysalis's double-capacitor cell, the ferrocaps are used as the nonvolatile memory. 

In Krysalis 's Uni­
RAM cell (Figure A) , 
the word line con­
trols two pass tran­
sistors that connect 
the ferrocaps to the 
bit lines and the 
sense amplifier. The 
drive line pulses the 
opposite side of the 

which for the comany's first chip is specified at 35 ns . ferrocaps during both the read and write cycles. 
The present Krysalis devices , in which the ferrocaps are 

actively cycled in normal read/write operation, are slower, 
with 200-ns cycle times and 100-ns access times . The com­
pany's first chip is a 512-bit experimental version of a 
ferroelectric RAM. It is an externally controlled device with 
on-chip test circuitry and a separate timing interface that has 
proven useful in the company's process and timing develop­
ment programs. Krysalis is also currently designing an im­
proved 16K version and has seen first silicon (see Figure 2 , 

When writing into the cell, the sense amplifier is set to the 
desired state and used to drive the bit lines to opposite levels, 
that is, one to ground and the other to the value of the drive 
line voltage. When the high drive line voltage is impressed 
across the ferrocap that is tied to the grounded bit line, it 
writes a 0 state into that capacitor. But when the drive line 
drops to ground at the end of the drive pulse, the opposite 
capacitor has a 1 written into it from the high bit line voltage. 

The read operation is such that when the cells are read, the 

complexity, such as digging deep narrow 
trenches, to keep the surface areas of their 
capacitors small. Added to this is the fact 
that today's complexity of ferrocap pro­
cessing will soon be reduced. 

For example, Ramtron is now adding 
three mask steps on top of an SRAM struc­
ture (Figure 4) to make its FRAM (a Ram­
tron trademark). There is no increase in 
cell size because the ferrocaps are added on 
top of the SRAM cells. In the near future, 
though, the processing will be done in 
only one step: the double metallizations 
already required in the SRAM will be used 
for the plates of the ferrocaps, eliminating 
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two metal steps. (The three steps are nec­
essary now because the ferrocaps are being 
added to an already existing SRAM cell 
design.) 

It therefore appears that the ferroelectric 
memory should match DRAMS in size as 
well as in complexity of manufacturing. 
Consequently, ferroelectric chips, with 
speed competitive with that ofDRAMs, are 
potential threats not only to DRAMs , but 
to EPROMs, EEPROMs, and SRAMs as well. 

• SINGLE-TRANSISTOR C ELLS 

To close the density gap wi th DRAMs , 
ferroelectric memories must be made with 

cells that have only one pass transistor . 
That is the aim of both Ramtron and 
Krysalis for their 256K device , and they 
are taking essentially the same tack co 
reach their goal (see Figure 5 and "Current 
Devices and Designs, " above). These 
memory cells will be smaller than planar 
DRAM cells made with the same design 
rules but a little larger than DRAM cells 
that use stacked techniques. Here, the 
difficulties will be to manitain the long 
endurance achieved in the four-transistor 
cells and still attain good speed. 

Bue the single-transistor cell will also 
have an important power advantage over 
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ferrocap charged opposite to the reading voltage is reversed 
and the data is temporarily lost from the ferrocap. But during 
this "destructive" readout part of the cycle, the bit lines are 
disconnected from the sense amplifier. These "floating" bit 
lines collect charges during the readout. As the readout is 
completed, the regenerative sense amplifier is reconnected to 
the bit lines, and the polarity across the bit line capacitors is 
such that regenerative amplifier drives the bit lines and 
ferrocaps to the states they originally had at readout. The 
typical difference in 
voltage developed 
across the two bit 

WL-=1=-

BL 

upper plates, since the upper plates of the ferrocaps are 
constantly bombarded with + 5-V pulses. When the user's 
external circuitry senses that the power is going off, it must 
pulse the PCP line to + 5 V. The ferrocap that is tied to a 1 
state will see its voltage drop to zero (since both plates of the 
capacitor are now at + 5 V). This ferrocap won't change its 
state, but the ferrocap tied to the 0 state will receive an 
effective - 5-V pulse (since the PCP is tied to + 5 V and the 
upper plate is grounded to zero). This 5 V of opposite polarity 

VCC' 

BL 

is sufficient to drive 
the ferrocap to the 
opposite polarity. 
Thus the ferrocaps 
effectively "read" 
and store the data 
that was in each 
SRAM cell at power­
off. 

line capacitors for 
this type of cell is 
approximately 1 v. 
The sense amplifier 
simultaneously pro­
vides an output to 
the 110 circuitry. 
The process of re­
storing the read data 
to the memory cells 
is invisible to the 
user and is designed 
to occur in parallel 
with the output gat-

FERROCAP VSS' FERROCAP 

One benefit of 
this design is that 
the ferrocaps are re­
verse-cycled only at 
power-up and pow­
er-down, which ex-

ing of the read data 
to the I/O ports. 

The Ramtron cell 
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PLATE 

Figure B. Ramtron employs a four-transistor static RAM cell in which two ferrocaps act as a 
"shadow'" nonvolatile memory. 

tends their effective 
endurance. Ram­
tron reports that it 
is currently achiev-

operates in a completely different mode. The ferrocaps act as a 
backup to a standard SRAM (Figure B) and are only asked to 
store data when the power is off. Of course, they must also 
force the SRAM to read and store the ferrocap data in the SRAM 
cells when the power is restored. During normal operation, 
the bit and word lines are used only for normal reading and 
writing to the flip-flops in the SRAM, and the pulsed common 
plate (PCP) of the memory cells remains tied to ground. 

ing endurance fig­
ures of at least 100 billion read/write cycles and expects 
improvement by several orders of magnitude in the next few 
years, while Krysalis is specifying the endurance of its 16K 
UniRAM as "unlimited." 

For designs of 256K and higher, Krysalis is planning on 
using a single - transistor cell design that can take advantage of 
the finer geometry design rules. The single-transistor cell is 
essentially one half of the present Krysalis cell, but with the 
sense amplifier shared by all the stages along the bit line and 
the other input of the sense amplifier attached to a dummy 
capacitor, for common-mode rejection. One drawback of this 
design is that there will be less differential signal provided to 
the amplifier, resulting in lower noise immunity. • 

If we assume that the V cc supply for the SRAM is + 5 v and 
V ss is tied to ground, then the upper plates of the ferrocaps 
will only see + 5-V pulses during normal read and write 
operations, when the PCP is grounded. That means that both 
ferrocaps will usually end up polarized with + 5 v on the 

SRAMs, as well as a density advantage. If 
the speed can equal that of SRAMs, the 
power and density improvements will be 
highly significant . 

The new technology will first be put 
into devices that plug directly into exist­
ing sockets. Once accepted in these forms , 
it will forge its own way, altering the 
systems it is used in and becoming an 
essential part of new types of systems. 

For example , Ramtron intends that fer­
roelectric RAMs will first start to replace 
EEPROMs and battery-backed SRAMs. For 
its part, Krysalsis says that aiming at 
existing nonvolatile sockets . In program-
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mable logic devices, they will likely be 
incorporated into chips such as Logic Cell 
arrays, the programmable gate arrays 
made by Xilinx, and soon also to be 
offered by Advanced Micro Devices. These 
PLDs hold their logic patterns in an associ­
ated off-chip nonvolatile SRAM, which can 
be replaced by the ferroelectric RAMs , 

At Ramtron , marketeers are projecting 
that by the early 1990s: 

•One-transistor cells will be used . 
• 1. 5-µm rules will be reduced to 0.8-

µm rules. 
•The added three mask steps of its four­

transistor device will become only one. 

• The cell size of 100 µm 2 will drop to 
10 µm 2

. 

• Ferroelectric devices will reach 1 and 4 
megabits in size. 

• Cycle times will be cut to 25 ns. 
Ramtron is also very optimistic about 

ferroelectric RAMs becoming competitive 
with other ,technologies within a few 
years. Although the initial cost per bit is 
some 30% higher than that of EEPROMs 
and roughly 30 times that of SRAMs and 
DRAMs, the company is projecting that the 
cost per bit will drop below that of EE­
PROMs by 1990 and equal those of DRAMs 
by the mid-1990s. • 
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turns 

T he Design Automation Con­

ference will celebrate its silver anni­

versary next month in Anaheim, Cal­

if. From a humble beginning in 

Atlantic City, N .J., it has become the 

premier event for the multibillion­

dollar design automation industry. 

Early in 1964, Pat Pistilli, today's 

Still 

crazy 

after 

all 

DAC conference manager, pro- these 
mored a SHARE/Design Auto-

mation Workshop. It was a sue- years 
cess; a "couple of hundred" 

engineers and designers showed up to hear 20 

papers presented at the workshop, which be­

came an annual event. In 1969 the Association 

for Computing Machinery became a sponsor, 

followed shortly by the Computer Society of 

the IEEE. 

It was 19 years before the conference held 
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its first exhibition, at which a 
handful of companies showed 
their wares. But this year more 
than 120 vendors will be tout­
ing their latest offerings . 

In addition to this year's 
bumper crop of 124 papers, 
covered in 34 sessions, there 
will be two tutorials, five pan­
el sessions, and a special com­
memorative session that gives 
a historical view of CAE/CAD. 

The tutorials, presented 
Monda¥ afternoon, will be 
"Automating the Design of 

Electronic Packaging" and 
"Opportunities in Computer­
Integrated Manufacturing." 
The former will discuss the 
effects that different manufac­
turing and packaging methods 
have on the final performance 
of an overall device, including 
mechanical and thermal prob­
lems . The latter will identify 
some of the problems encoun­
tered in CIM today that can be 
addressed with the tools and 
know-how of the design auto­
mation community. 
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Four of the five panel ses­
sions will target CAE/CAD tool 
environments, the integration 
of heterogeneous tools, and 
simulation of a complete sys­
tem that includes everything 
from simple glue logic to com­
plex ASICs, memories, micro­
processors, and DSPs. The last 
panel will discuss the new cell 
generation tools and their fu­
ture role. 

As in previous conferences, 
approximate! y 60 of the DAC 
exhibitors will hold brief prod-
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uct previews during a five­
hour marathon session starting 
at 2:00 PM on Sunday. 

In addition, on Thursday, 
following the conference, four 
paid full-day tutorials, aimed 
at the design automation pro­
fessional, will be offered: 
"Physical Design Automa­
tion," "Parallel Programming 
for CAD Applications," "Using 
EDIF to Describe Electronic 
Design Data," and "An Intro­
duction to VHDL." The tutori­
als, which are limited to regis-

trants of DAC, will be held in 
the Anaheim Marriott Hotel. 

• SESSIONS AND MORE 
SESSIONS 

As simulation continues to 
grow in popularity, the speed 
at which the simulation can 
take place is getting increasing 
attention. Three sessions are 
devoted to methods of boost­
ing simulation speeds. 

On Tuesday morning, "Par­
allel Simulation" looks into 
using the inherent parallelism 

typical in logic circuit oper­
ation as a means of speeding up 
the process. The very next ses­
sion, "Mega-Simulation Ac­
celerators," analyzes the re­
sults of using both large 
dedicated computing resources 
and extensive software sup­
port. The third session, the 
next morning, will be devoted 
to incremental techniques that 
reduce the total simulation 
time by reusing previously 
computed results. 

The cost of testing has be­
come one of the major contrib­
utors to the total manufactur­
ing cost of ICs, and a number 
of the technical sessions will 
cover test-related issues. On 
Monday afternoon, a session 
will be devoted to design for 
testability. In addition, other 
sessions will cover fault simu­
lation, timing and connectivi­
ty verification, and automat­
ic test generation, including 
some new methods for check­
ing sequential circuits without 
the full penalties of traditional 
LSSD methods. Hardware and 
physical design verification 
will also have their own 
sessions. 

The latest progress in logic 
synthesis will be under the 
spotlight at five sessions to be 
held on Tuesday and Wednes­
day. Micro-architecture, regis­
ter-transfer-level, and high­
level synthesis will be covered, 
as well as logic optimization 
techniques. 

The design automation en­
vironment also will be ex­
plored, in several sessions and 
panels. Three will be devoted 
to databases, two to hardware 
design languages, and four to 
present and future design 
automation systems and envi­
ronments. 

Ten sessions will be target­
ed at the latest techniques in 
physical design, but only a few 
will be devoted to the design 
of printed circuit boards. The 
majority of papers will be 
aimed at ICs: new and im­
proved simulated annealing 
and sea-of-gates placement 
techniques and other improved 
placement, routing, and com­
paction methods. 

-Roland C. Wittenberg 
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the Support of Design Chai r: Chin-Fu Chen Chair: Alfred Dunlop Synthesis 
Teams Chair: Aart de Geus 
Chair: Steve Lusky 

WEDNESDAY - Logic Synthesis and Transistor-Level Layout Physical Design Panel: CAD Tool Needs for 
8:00-9:30 am Optimization Chair: Dwight Hill Verification System Designers 

Chair: Robert Brayton Chai r: Lou Scheffer Chair: Randal Bryant 

10:00- 11 :30 am - 1988 High-Level Synthesis Incremental Techniques in Gate Extraction and Panel: Will Cell 
Workshop Overview Logic Simulation Connectivity Verification Generation Displace 
Chair: Ewald Detjens Chai r: Mark Horowitz Chair: Carl Ebeling Standard Cells? 

Chair: Alfred Dunlop 

1:30 -3:30 pm - Microarchitecture Routing-Related Subjects Ideas in Testing Data Structures for 
Synthesis Chair: Michael Burstein Chair: J acob Abraham Integrated Design Systems 
Chair: Ted Kowalski Chair: Arnold Goldfein 

4:00-5:30 pm - Ideas in System Ideas in Placement and Fault Simulation Ideas in Circuit 
Generation Routing Chair: Ernst Ulrich Verification and Simulation 
Chair: Osamu Karatsu Chair: J iri Soukup Chair: Resve Saleh 

D PHYSICAL D ESIGN D SIMULATION, VERIFICATION, AND TESTING 

D SYNTHESIS D DATABASES, LANGUAGES, AND DESIGN ENVIRONMENTS 
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IN ELECTRONICS 
The electronics industry has brought 
greater change to the way we think 
design, build and communicate than any 
other industry. CMP publications serve 
its information needs. 

Electronic Engineering Times is the _,.--
leader in delivering business and tech, 
nology news to engineers and technical 
managers. Electronic Buyers' News is the 
number one publication reporting on 
business and procurement trends 
important to purchasing and other 
corporate managers. VLSI Systems Design 
serves the innovators in the design and 
use of very, large, scale integration 
technology. Electronic Buyers' Handbook 
is a reference for buyers who need 

READERSHIP 
GETS RESULTS 

product information. 
All CMP publications build readership 

in dynamic industries through editorial 
excellence. Innovative circulation pro, 
grams reach each industry's key decision 
makers. Research identifies their infor, 
mation needs. And outstanding editorial 
delivers the news, analysis and perspec, 
tive that meet those needs. 

The result is exceptional readership. 
And readership gets results for our 
advertisers. 

Find out how CMP can get results for 
your advertising. Contact CMP 
Publications, Inc., 600 Community 
Drive, Manhasset, New York 11030. 
(516) 365,4600. 

CMP publishes Electronic Buyers' News, Electronic Engineering Times, VLSI Systems Design, Electronic Buyers' Handbook, Computer Sys tems News, Computer Rese!ler News , VARBUSINESS, 
Business So lutions , CommunicationsWeek, InformationWEEK, Business Travel News, Tour & Travel News, Manufacturing Week, HealthWeek. 



Intel and Motorola 

Toss Their Chips 

into the Ring 

INTEL AND Motorola have taken 
the wraps off their new RISC architectures. 
The Intel 80960 family is designed for 
embedded control applications, putting it 
in competition with the Am29000 from 
Advanced Micro Devices Inc. (Sunnyvale, 
Calif.) and the VL86c010 from VLSI Tech­
nology Inc. (San Jose, Calif.). The Motor­
ola M88000 products are more applicable 
for workstations and minicomputers, like 
products from MIPS Computer Systems 
Inc. (Sunnyvale), Sun Microsystems Inc. 
(Mountain View, Calif.), Intergraph 
Corp. (Huntsville, Ala.), and their semi­
conductor partners. The similarities in the 
new architectures highlight some of dis­
tinguishing features of RISC processors; 
their differences underline the split in RISC 
approaches-those designed to meet the 
needs of high-speed multiprocessing com­
puters versus those aimed at low-cost, 
flexible embedded controllers. 

Both the 80960 and the 88000 (see 
article, p. 24) are built around a large set 
of registers, one characteristic trait of RISC 
processors. Both have a selection of pro­
cessing units that plug onto a bus though 
which they access the register file, and 
scoreboarding techniques control the use 
of registers by the processing units. Score­
boarding tracks the accumulation and dis­
persion of register data as it is manipulat­
ed by the processing units. In effect, it 
implements a type of data-flow architec­
ture, in which instructions are regularly 
assigned to processing units but execute 
only when all of the data is available. 

The 80960's integer unit is rated by the 
company at 7. 5 VAX-equivalent MIPS, and 
its floating-point processor is rated at 4M 
Whetstones/s, both at 20 MHz. Both are 
integrated on the 80960KB (see figure), 
which runs overall at 20 MHz, is available 
now in a 132-lead PGA, and costs $390 
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New RISC Designs for 
Computers and 
Embedded Systems 
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The 80960KB architecture contains concurrently executing processors and functional blocks. 

( 100-piece quantities). The floating-point 
unit executes 32-, 64-, or 80-bit arithme­
tic functions according to the IEEE-754 
standard . In comparison, the 20-MIPS 
R3000/R3100 chip set from MIPS Comput­
er Systems and its semiconductor partners 
costs $895 per chip. 

Within both architectures, concurrent­
ly operating circuitry keeps the registers 
full and the instructions executing. The 
high degree of parallel operation within 
the architecture is a trait borrowed from 
supercomputer architectures-for exam­
ple, as the authors of the 88000 article 
point out, Motorola borrowed design con­
cepts from the Control Data 7600 super­
computer. The parallelism helps the chips 
toward another goal of RISC design: single­
cycle execution of all instructions. In fact, 
with multiple processing units on the reg­
ister bus, such architectures could occa­
sionally execute more than one instruction 

during a clock cycle. 
Like the 80960KB, the MC88 l 000 CPU 

includes a floating-point processor. In 
contrast, floating-point coprocessors are 
used for the R3000, Sun's SPARC chip set, 
and the 29000 chips. The use of coproces­
sors does not imply inferior performance, 
however; MIPS' R3010 is rated at 7 MFLOPS 
for single-precision arithmetic and at 4 
MFLOPS for double-precision. 

Both the 88000 and the 80960 were 
designed with modular techniques, mak­
ing it easy for the companies to create new 
versions of their architectures-what Intel 
calls "application-specific processors" (a 
term also used by Texas Instruments, but 
very differently), a concept critical for 
embedded controllers. In a departure from 
the pre-announcement of many 32-bit 
processors, both companies had functional 
silicon of the processors at the time of 
announcement. As a result, these products 
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should be relatively mature and bug-free. 
In addition, having silicon makes it easier 
to complete software development systems 
and tools. Starter development kits based 
on a personal computer are already avail­
able from Intel and a hardware model of 
the chip is available from Mentor Graphics 
Corp. (Beaverton, Ore.). 

Now for the differences in the two 
architectures , which , as stated , underline 
the disparate needs of central processors 
and embedded controllers. 

The 80960 is designed to work with 
low-cost memory, a feature critical in such 
products as printers and graphics systems. 
It has a single multiplexed bus, making 
board design simpler than with dual-bus 
RISC processors. It has a version with no 
floating-point unit, the 80960KA, and a 
version for embedded military systems, 
the 80960MC. It contains a 512-byte in­
struction cache but no data cache, relying 
instead on its bank of 32 registers-16 
local and 16 global. In addition, a register 
cache of three sets of 16 registers backs up 
the local registers , lowering the overhead 
of switching tasks. 

The military version contains all the 
circuitry on the 80960KB plus a memory 
management unit . It also supports the 
design of fault-tolerant systems through 
the use of a separate Bus Extension Unit, 
the M82965. The latter pairs two 
80960MCs operating in parallel, compar­
ing operations each machine cycle . When 
a discrepancy is detected , a fault is raised 
and a recovery procedure is initiated . Both 
the 80960MC and the M82965 will be 
qualified to MIL-STD-883C in the first 
quarter of 1989. The 80960MC is priced at 
$2,400 ih 100-unit quantities; the 
M82965 runs $1 , 700. 

The 88000 architecture has the features 
needed for central processing units in 
workstations and computers . Separate 
data and instruction buses give maximum 
throughput. A separate cache-and-MMD 
chip, the MC88200 CMMU, keeps maxi­
mum throughput on each bus and serves 
as the basis for cache coherency schemes. 
The MC88100 CPU chip has the capability 
to integrate as many as five additional 
processing units on the register bus , and it 
can perform up to 11 operations concur­
rently. In addition, the 88000 series has 
an expandable, integrated cache architec­
ture that not only supports multiprocess­
ing, but also fault tolerance. 

The 88100 sells for $495 and the 
88200 for $795, also m 100-unit 
quantities. • 

Intel Corp. 
Chandler, Ariz. 
(800) 548-4725 
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Motorola Inc. 
Austin, Texas 
(512) 440-2839 

NEWS ANALYSIS 
continued from page 14 

general-purpose op amps, comparators, 
voltage references, switches, matched-re­
sistor building blocks, capacitor cells , and 
analog input and output cells . 

As the cells move from 2-µm to 1. 5-
µm technology, a few of the specifications 
improve noticeably: op-amp gain-band­
width products change from 2.4 to 2.8 
MHz, and response time for ECL interface 
circuits, which NCR specifies as analog 
cells, drops from 6. 0 to 4. 5 ns . Other than 
that, the 2.0-µm specifications are very 
similar to those of the 1. 5-µm cells. Part 

GENERAL-PURPOSE 

DIGITAL 

VIDEO DACs 

RAM, ROM, and PLA blocks. It is available 
now; the analog module of the processing 
technology , which adds a second layer of 
polysilicon to the processing for stable 
capacitor structures, and the analog cells 
will be available in the fourth quarter of 
this year. This process contains both later­
al and vertical pnp transistors for low­
noise analog inputs and high-drive output 
circuits , respectively. The process is an n­
well process, allowing IMP to add EEPROM 
cells in the future. 

The 1. 2-µm digital cells from IMP 
don't seem so speedy when compared with 
new digital cells in NCR's 1. 5-µm vs 1500 
cell family. The new cells, which have a 

ANALOG 

HIGH -PERFORMANCE* 

-..Bandwith 

SOURCE: International Microelectronic Products Inc. 

Different applications, be they analog or digital, call for different process technologies. 

of the reason is that transistors in analog 
cells often don't use the minimum channel 
length . The name of the game for analog 
circuits is control over the operating char­
acteristics, so the analog transistors are 
often two or more times larger than the 
minimum channel length. 

Plans for new 2-µm cells include an 8-
bit, 5-MHz analog-to-digital converter; a 
10-bit dual-slope AID converter; an 8-bit, 
2-MHz digital-to-analog converter; a rail­
to-rail common-mode op amp; a low-cur­
rent op amp; a higher-speed comparator; 
and a VCO with output frequencies as high 
as 30 MHz. Such figures show how a larger 
technology can make use of greater control 
over transistor dimensions to make high­
er-quality cells . 

IMP's 1. 2-µm cell libraries contain pre­
designed functions that use a cell architec­
ture of fixed-height, variable-width 
blocks. The digital library contains 46 SSI­
and MSI-level core cells and 24 119-pad 
cells. It is complemented by cor ilers for 

toggle rate of 140 MHz and a system clock 
rate of 80 MHz, include eight high-perfor­
mance flip-flops and latches. A representa­
tive cell , a D flip-flop , has a setup and 
hold time of 0. 7 ns, a minimum clock 
pulse width of 1.0 ns, and a clock-to-Q 
specification of 0. 9 ns typical. This perfor­
mance is 70% better than that of existing 
cells in the 1. 5-µm family . The speed 
increase for all new cells is between 30% 
and 100% over the original cells. 

In addition, NCR has added new I/0-pad 
cells with drive capabilities of up to 48 
mA. Schmitt triggers, oscillators, 4-bit 
adders, and power-on/reset cells have been 
added too. New cells with restricted slew 
rates help minimize voltage pulses from 
rapid signal transients . With these new 
cells , the performance is 50% better than 
that of 2 .0-µm cells; and the density of 
digital circuits increases about 28% . De­
signs from the 2-µm cells can be migrated 
to the 1. 5-µm technology directly, re­
quiring only resimulation . • 
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DESIGNER'S MARKETPLACE 

New 

PADS-PCB™ 
PCB CAD 

Layout System 

~~~age $ 9 7 5 
Version 2.1 

It's all there -- 3000+ part library, routing, autoplace­
ment, 1 mil resolution, 30 layers, checking, ECO, report­
ing. The post processor has pen plotter and dot matrix 
printerdrivers. For a little extra you can add a powerful 
autorouter and a photoplotter driver. Even with these 
options the whole package is just a little over $2K. And 
the system runs on cheap MS-DOS machines. 

We believe you'll like it if you try it so we're offering a 
FREE evaluation kit with 4 disks and a 66 page manual. 

Call for your FREE evaluation kit -- today. 

~ Distributed by 

~ Zyrel, Inc. 
(408)433-0488 (800)553-8838 

In California Outside Cali forn ia 

PADS-PCB is a registered trademark of CAD Software, lnr 

CIRCLE NUMBER 46 

IC MASTER 
ENGINEERING DESIGNS 

BEGIN HERE 

All new in 1988. The complete guide to integrated 
circuits. Now in three volumes covering all commer­
cially available ICs including 10,000 new devices 
and related products. Has complete alternate source 
directory listing over 92,000 replacement devices, 
master selection guides, ASICs, part number guides 
and more. If you don't have the new 1988 IC MASTER 
you are wasting time and money. Regular price (US) 
$130 plus $10 shipping and handling . 

IC MASTER 
645 Stewart Ave. 

Garden City, NY 11530 
516-227-1300 FAX 516-227-1901 

CIRCLE NUMBER 48 

Turns your IBM PC into a 
3270 coax line monitor 

• Completely Passive Monitor • 3299 Multiplexer Option 
• Records up to 16 MB of Data • DFT Protocol Option 
• Function Keys, On-line Help • SNA Protocol Option 
• Extension Search Features 
• Polls Compressed at Capture 
• µsec Accurate Times Stamps 
• Hardcopy of all Displays 
14 Days Free Trial Evaluation 

Priced at $2995. 

AzlRE 
TECHNOLOGIES 
38 Pond Street, Franklin, Massachusetts 02038 

(617)-520-3800 
CIRCLE NUMBER 47 

IC MASTER 
ALTERNATE SOURCE DIRECTORY Software 

The world famous IC MASTER Alternate 
Source Directory is now available in floppy 
disk form. The program allows extensive 
modification to suit individual needs. The 
database includes exact pin for pin replace­
ments for over 100,000 I Cs. It is organized 
by original manufacturer and shows page 
references in the IC MASTER. Everything 
you need to find the alternate source you 
need ... fast! For IBM XT/AT and compati­
bles. US $149.50. 

Hearst Business Communications 
645 Stewart Ave. 

Garden City, NY 11530 

516-227-1300 FAX 516-227-1901 
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DESIGNER'S MARKETPLACE 
ANALOG CIRCUIT ANALYSIS 

ECA-2 

ECA-2 is a high performance, low cost analog circuit 
simulator. ECA-2 2.31 includes more models, increased 
graphics capabilities, increased AC analysis speed , and 
expanded documentation . Now available for the Macintosh. 

ECA-2 Offers 
• AC, DC, Transient 
• Fourier, Temperature 
• Worst-case , Monte-Carlo 
• Full nonlinear simulator 
• Interactive or batch 
• SPICE compatible models 

•Twice as fast as SPICE 
• Over 500 nodes 
• Detailed 525 page manual 
• Sine, Pulse, PWL , SFFM, 

and Exponential generators 
• Money back guarantee 

ECA-2 IBM PC or Mac $675 
ECA·2 Apollo $3000 

Call 313-663-8810 For FREE DEMO disk 

Tatum Labs, Inc. 
1478 Mark Twain Court, Arin Arbor, Ml 48103 

CIRCLE NUMBER 50 

DESIGNER'S 
MARKETPLACE 

REACH OVER 35,000 
SYSTEMS DESIGN 

ENGINEERS IN 
DESIGNER 

MARKETPLACE 

IT'S AS EASY AS A 
PHONE CALL TO 

ANGELA ANDERSON OR 
NELDA BRANCH 
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800·645·6278 OR 
(IN NEW YORK) 
516-365-4600 

AUTOMATED DEVICE 
CHARACTERIZATION 

and MODELING 
If you are concerned with IC design or with semicon­
ductor manufacturing process monitor and con­
trol, or if you are involved with power supply design 
or board-level analog design, you are also 
concerned with CAD/CAE Tools 
and Test Systems for ... 
• Semiconductor 
Parametric Test 
• Computer-Aided Model 
Parameter Extraction 
• Commercial Analog 
Component SPICE 
Model Libraries 
for Board-Level 
Simulation & Design 

MOSEC reports reduce 
risk and minimize 
time spent by 
engineers and managers 
who need such tools. They'provide objective assess­
ments of the available corrimercial solutions with : 
• Comparative in-depth reviews of commercial prod­
ucts from HP, Keithley, Lomac, Silvaco, Acotech , Dai­
sy, Analog Design Tools, AB Assoc., Microsim, lntu­
soft , Meta-Software , and many other vendos . 
• Discussion of methodologies • Industry trends 
• In-house presentations available. • Inquiry privileges 
• Benchmark Results • Satisfaction quaranteed. 

( 415) 726-3039 
591 Terrace Avenue 
Half Moon Bay, CA 94019 

CIRCLE NUMBER 51 

UNIVERSAL LOGIC PROGRAMMER 
from 

New! BP~ $798 

LOGIC PROGRAMMER 

EAAOR• 

ACTIVE • 

POWER '' 

PIN 1 ()F 24 PW CE:VlCE ...... 

f'l>l10>20!'11'f()E\ll(;ti .. 

BP~ PLD-1100 

ePROGRAMS, READS, DUPLICATES, TESTS AND SECURES HUNDREDS 
OF 20- AND 24-PIN LOGIC DEVICES 

• MENU DRIVEN OPERATION IS EASY TO LEARN AND QUICK TO OPERATE 
e 23 UNIVERSAL PIN DRIVERS WITH INDEPENDENT DAC, ADC & SLEW FUNCTIONS 

PROGRAM ALMOST ANY LOGIC DEVICE 
• CONNECTS TO ANY IBM COMPATIBLE VIA PARALLEL PRINTER PORT 
• EDITS FUSE DATA & TEST VECTORS WITH FULL SCREEN EDITOR 
• AUTOMATICALLY TESTS WITH VECTORS & SECURES AFTER PROGRAMMING 
• SUPPORTS ALL POPULAR PLO DEVELOPEMENT SOFTWARE 
eONLINE HELP FUNCTION e ONE YEAR WARRANTY 
eSELF CALIBRATING eSAME DAY SHIPMENT 
eJEDEC FILE INPUT & OUTPUT •30 DAY MONEY BACK GUARANTEE 
• GOLD TEXTOOL ZIF IC SOCKET eUPDATABLE VIA FLOPPY 
• EPROM PROGRAMMERS ALSO •TOLL-FREE TECH SUPPORT 

CALL FOR FREE DEMO DISK OR INFO 800/225-2102 

10681 HADDINGTON #190 HOUSTON, TX 77043 
713/461-9430 TU<: 1561477 FAX: 713/461-7413 

CIRCLE NUMBER 52 
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FOR DESIGNERS OF HIGH-PERFORMANCE SYSTEMS 

Engineering 

ASIC 
GRAPHICS 

DESIGN 
ENGINEER 

SEEKING EXCELLENT VLSI 
GRAPHICS ALGORITHM DESIGNERS 
TO IMPLEMENT NEXT GENERATION 

OF PC BASED GRAPHICS 
WORKSTATION . 3-8 YEARS OF 

APPLICABLE GRAPHICS 
HARDWARE EXPERIENCE. 

COMPENSATION PACKAGE OPEN . 

Please write to : Donna Ruben stein 

NUMBER NINE COMPUTER CORP. 
725 CONCORD A VENU E 
CAMBRIDGE, MA 02138 

:•~~ •' Number Nine 
.: ~) 'Computer Corporation 

,..,. '• An Equal Opportunity Employ<r. 

The professional environment at Hayes Microcomputer Pro­
ducts. Inc. is one of participation-an environment that not on­
ly encourages but rewards individual contribution. Our team 
designs ana develops some of the world's most sophisticated 
communications prooucts, and we're committed to staying at 
the forefront. You can have an impact on our success as a 
Modem Design Engineer. 

You will participate in the de~i$fl and development of next 
generation modems. This highly visible position requires at 
least 5 years design experience in hardware and firmware for 
microprocessor-based systems. 2 years direct modem ex­
perience and familiarity with DSP. switched cap technology 
!ffid state-of-the-art modem architectures are very desirable. A 
BSEE is required: MSEE is preferred. 

With Hayes you can expect a salary commensurate with 
education and experience. full-featured benefits. and excellent 
growth potential. For prompt. confidential consideration. 
please send resume and salary requirements to: Human 
Resources, Dept. 8o-433. Hayes Microcomputer Products, 
Inc., P.O. Box 105203. Atlanta, GA 30348. An Equal Oppor­
tunity Employer. 

-HaY-es®-~ 
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CAREER OPPORTUNITIES 

Thinking 
about a 

job 
ehange 

Test the waters befor e 
you get your feet wet . 

VLSI SYSTEMS DESIGN's 
recruiting/career opportunities section 
is the place to see what's available m 
the job market for engineers and 
managers involved with VLSI 
technology and CAD/CAE. Look for it 
in the back of every issue. 

FO R DESIGNERS OF HIGH-PERFORMANCE SYSTE M S 
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M AY 1988 

The Intel 
Influence 

It's Excitement. It's Challenge. 
It's Opportunity. It's Pride. 

We ' re on the move. Lots of growth . Exciting 
projects and breakthrough technologies in 
systems and components. In short, there's 

· never been a better time to be at Intel. 

We have the influence and the resources that 
can make a profound impact on your career. If 
you thrive on hands-on responsibility and would 
like a chance to excel, look into the following 
opportunities. 

CAD Group or Workstation 
Managers 

Requires hands-on experience in Cr\D/CAE 
industry with at least 3 years in a management 
capacity . MS in CS or EE required. 

CAD Engineers 
Requires 3+ years experience developing or 

supporting CAD tools utilized by Design Engi­
neers for AS I Cs, microprocessors, microcon­
trollers, peripherals, memories or other devices. 
In-depth knowledge of simulation , timing 
analysis, modeling, APR, widows or graphics 
experience is highly desirable. MS/BS in CS or EE 
required . 

CAD Software Networking 
Engineers 

Requires l +years of UNIX or TCP-IP networking 
experience. 

CAD Technical Writers/Course 
Developers 

Support in-house CAD tools utilized by engi­
neering community for all levels of design . 
Some positions require the ability to write 
technical documentation and/or the ability to 
train our users on new tools developed in-house. 
All positions require 3+ years experience with a 
BS in CS or EE . 

Product Marketing Engineers/ 
Systems Marketing Managers 

Req uires a BS/MS in EE with an MBA preferred . 
Individuals will be considered for marketing 
positions in the 80486, microcontroller, graphics, 
systems, telecommunications and ASIC areas. 
Both tactical and strategic positions are avail­
able. 

Design Engineers 
Microprocessors/Memories/ Graphics/ 
ASICs/ Microcontrollers/ Systems 

Requires 3+ years experience in logic or 
circuit design . Experience with CAD tools such 
as circuit /logic simulators and layout verifiers for 
designing CMOS desired. Some positions 
require experience in microcode development I 
logic design . Assembly language (286/386) , 
computer architecture, memory management 
techniques, pipelined implementation, micro­
simulators, 80x86 based architecture , functional 
design, RTL modeling , EGA or PC I AT systems 
design experience required along with a MS/BS 
in CS or EE . 

We welcome your interest in Intel. .. please 
send your resume to the location of your 
choice . 

Arizona : Intel Staffing, Dept . 4115, 5000W. 
Chandler Blvd ., Chandler, AZ 85226 

California : Intel Staffing , Dept. 4115, 3535 
Garrett Drive , Santa Clara , CA 95050, or call 
Rebecca at 408-7 65- 1546 if you do not have a 
resume and would like to be considered for one 
of these sites 

California : Intel Staffing , Dept. 4115, 1900 
Prairie City Road , Folsom, CA 95630 

Equal Opportunity Employer M/F /H 
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SEMICONDUCTOR ENGINEERING 

Digital has it now 
Blue Chip 
Opportunities 
Blue Chip opportunities are not 
just on the stock market. 

You 'll find them in Digital's 
Semiconductor Engineering group. 

You 'll be working for one of the 
most successful groups in a 
remarkably successful company. 

Apply your skills to VLSI design 
using emerging semiconductor 
processes, design tools and 
packaging technologies. Build 
advanced COS microprocessors for 
multiprocessor configurations. 

Develop advanced CPU and 
peripheral megacells for use in 
VAX* -based systems on a chip, 
working with advanced processes 
and CAD tools to define design 
methods and deliver subsystem 
building blocks for final silicon 
system products. 

We're looking for innovative, 
enthusiastic and visionary 
designers at the consulting level 
(more than 10 years' experience) 
and principal engineering level 
(more than 5 years. ) 

Semiconductor 
and CAD Design 

PRODUCT MANAGER 
Maintain a product management 
organization in support of the 
Semicondutor Engineering Group. 
Duties include writing of high level 
strategic business plans, End of Life 
responsibility, support of MOS 
Marketing base plan and customer 
interface. Requires at least 5 years' 
product management experience in the 
semiconductor industry. 

VLSI Design 
MODULE DESIGNER 

Drive a high performance CPU module 
into production. Integrate custom VLSI 
CPU chips and semicustom interface 
chips to deliver a complete CPU 
module. Experience in high speed 
circuit design, transmission line 
concepts, as well as reliability and 
manufacturability will all contribute to 
the introduction of a revolutionary 
product. Experience delivering high 
speed module designs through manu­
facturing required. Requires a BS/MSEE 
and at least 5 years' experience. 

Microprocessor 
Deve"lopment 

MICROPROCESSOR 
ARCHITECT 

Design for a complex VLSI processor 
chip set. Responsibilities include intitial 
top level chip partitioning, chip 
microarchtecture, microcode develop ­
ment, performance modeling, 
behavioral modeling and specification 
development of the system interface and 
the memory subsystem( s). Requires a 
BSEE/CS and 5 years' VLSI processor 
design experience. 

VERIFICATION/TESTABILI1Y 
ARCHITECT 

Develop total verificaiton strategy for 
design , finihed chips and complete 
system( s ). Implement this strategy with 
and through the design team for a very 
complex fourth-generation micro­
processor system. Requires a BS/MSEE 
and at least 5 years' experience. 

RELIABILI1Y/ 
RECOVERABILI1Y SPECIALIST 

Develop models of, and a strategy for, 
chip and system error detection and 
correction for a fourth-generation 
microprocessor system. Analyze data 
about chip and system failures, develop 
a chip and system error detection and 
recovery strategy and implement this 
strategy with and through the design 
team. Requires a BS/MSEE and at least 5 
years' experience. 

For the preceding positions, please 
contact: Gary V. Schipani, Department 
0401 8825, Digital Equipment 
Corporation, 77 Reed Road, 
HL02-2/Kl2, Huson, MA 01749-2895. 

SBO Engineering 
SENIOR ENGINEERING 
MANAGER 

Responsible for technical strategy and 
operations to manage vendor, 
technology and device selection, 
specification , qualification and 
production support for standard VLSI 
business. Requires BS in engineering or 
computer science and MBA with at least 
10 years' technical and business 
operations experience in computer/ 
semiconductor industry. 

PRODUCT ENGINEERING 
SUPERVISOR 

Provide technical leadership of a group 
responsible for the technical aspects of 
non-volatile memory devices (PROM , 
EPROM , EEPROM). Interface with IC 
vendors, design engineering, and 
manufacturing. Requires BS in physics 
or equivalent and at least 5 years' 
semiconductor technology with 
supervisory experience. 

For the preceding positons, please 
contact: jerry Temple, Department 
04018825, Digital Equipment 
Corporation, 111 Locke Drive, Box 
1006, Marlboro, MA 01752-9106. 

To cash in on these blue chip 
opportunities with a S9.4 -billion 
computer company, please contact the 
appropriate person listed above. 

*Trademark of Digital Equipment 
Corporation. 

We an: an affirmative action employer. 



World-Class 
Commitment 

Mentor Graphics is committed to delivering 
the best analysis and simulation tools for 
all aspects of electronic-based product 
design. We intend to redefine what con­
stitutes a world-class design environment, 
covering digital , analog and system design. 

We invite engineering and marketing pro­
fessionals like yourself to join us in Beaver­
ton , Oregon, and help set the pace. 

You 'll help us deliver a system that 
enhances not only our own applications, 
but integrates with other tools. A tool set 
that will save design engineers around the 
world a lot of frustration from design to test. 

We're committed to 
delivering the best in 
simulation. 
We firmly believe our vision of next-genera­
tion simulation tools is the answer to a lot 
of design engineers' dreams. That's why 
we're committing our resources, our com­
pany and our people to this challenge. If 
you 're equally committed , and have a spe­
cific view you 'd like to share, we invite you 
to explore these senior-level and staff 
opportunities to join us: 

Product Marketing 
Managers 
Software Development 

Technical Leaders 
Software Development 
Engineers 
• System Simulation 
• Logic/Fault Simulation 
• Circuit Simulation 
• DFT/BIT/ATG 
• Logic Synthesis 
• Hardware Description Languages 

Everybody needs 
a goal. 
We'll give you a world-class goal and the 
resources to meet it. Most importantly, we'll 
provide a forum for your ideas, a place 
where your technical opinion is respected . 

We offer relocation to the heart of Oregon's 
"Silicon Forest", which offers unmatched 
recreational opportunities, affordable hous­
ing and a high-quality lifestyle. 

Find out more; send your resume to Profes­
sional Staffing, Mentor Graphics 
Corporation , Dept. 2000, 8500 S.W. Creek­
side Place, Beaverton , Oregon 97005-7191 . 

We are proud to be an equal opportunity 
employer committed to affirmative action. 
We encourage qualified female , handi­
capped , minority and/or veteran candidates 
to apply. 

GMenlor rapn1CS® 
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Metal gate 
CMOS 
yesterday. 
Silicon -On -Insulator 
tomorrow. 

© 1987, Harris Corporation 

Our non-stop 
development of rad-hard 
technology is guaranteed. 
American I Cs for American strength ... that's been our 
commitment since 1965. In the Polaris program. In Poseidon. 
In B-18, Trident, MX/Peacekeeper, SICBM, SDI, and more. 
Today, in fact, we're the number-one supplier of military rad­
hard integrated circuits. 

Some IC companies have uncertain futures. We don't. We'll 
be here. American-owned and American-run. Providing 
products and product accountability throughout the lifetime 
of your systems. 

And developing tough new products to keep your systems 
competitive ... like our HS-6504RH rad-hard 4K RAM, that's 
produced in our MIL-M-38510, Class S certified facility. 

We wrote the book on your future needs. Harris' 
Rad-Hard/Hi-Rel Data Book: hundreds of pages of information 
on what's here now and what's coming next. 
Ask for a copy. 

Phone Harris Semiconductor Custom 
Integrated Circuits Division. In the 
U.S.: 1-800-4-HARRIS, Ext. 1908, or 
(305) 724-7 418. In Canada: 1-800-344-2444, 
Ext. 1908. 

CIRCLE NUMBER 42 

"So Harris' rad-hard 
data book is 
Class-A?" " Yeah, and their 

\ 

rad-hard IC facilities 
are MIL-M-38510, 
Class S certified" 

~~/ 



SIEMENS 

Announcing a 27 Billion Dollar backer 
for your Siemens ASIC team. 
Siemens, a proven winner in elec­
tronics with $27 billion in sales, just 
entered the U.S. ASIC market. And our 
team is geared for the ASIC circuit. 

With our first effort, we've combined 
ECL and CM L technology in one gate 
array family. This means you can now 
design-in the ideal combination of 
super ECL speed with economical, 
high-density CML performance on 
one chip ... everytime. You no longer 
must compromise the speed you 
need for the power you don't. In 
addition, speed/power programming, 
as well as I/Os designed for both ECL 
10K/100K and TIL interfaces give you 
the flexibility you need. 

And that's just the start. Coming 
down the home stretch are more 
Siemens entries ... 1.5/1 .2 micron 
CMOS standard cells and 1.2/1.0 
micron CMOS sea of gates arrays. 
Use our sea of gates CMOS family 
for quick turn logic and memory 
on one chip or design your 
high -performance, 
cell-based ASICs 
utilizing the common 

ADVANCELL™ ASIC library and 
guarantee yourself compatible 
second sources. 

The Siemens ASIC team's responsive 
service and technical innovation 
provides you with the winning edge. 

For more information on how to put 
your design into high gear write to 
Siemens Components, Inc., ASIC 
Marketing, 2191 Laurelwood Road, 
Santa Clara, California 95054. 
Or call ASIC Marketing at 
408/980-4568, and see for 
yourself how Siemens is 
making the difference 
on the ASIC circuit. 

OualitY Assurance 

Siemens ... 
your partner for the future. 
© 1988 Siemens Components, Inc. 
ADVANCELL is a trademark of Siemens AG , or 
licensed from Toshiba or General Electric Co., USA 
in certain countries. cG12000.4so WLM 795 
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