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ASICs wasn't even 
part of your job. 
Now it's the 
part everyone's 
counting on. 

That's where 
Daisy comes in. 

Daisy CAE tools 
are used by more 
ASIC designers than 
any other CAE workstations. 

Because from schematic 
creation through post-layout 

Simulation acce!,erator market share. Source: 
Prime Data, 1985and 1986 unit shipments. 

simulation, Daisy has what 
it takes to keep ASICs on time 
and on budget. 

For example, our 
MegaLOGICIAN™ simulation 

© 1988, Daisy Systems Corporation. MegaLOGICIAN is a trademark of Daisy Systems Corporation. 

with more than 170 design 
kits supplied by 70 different 
vendors. So you can build pro
ductivity instead of libraries. 

Which may explain why 
more MegaLOGICIANs are 
in use today than all other 
accelerators combined. 

Speaking of combining, you 

*Based on minimum IOx perfo rmance improvement compared to 32·bit wo rkstations. Source for design kit estimates: VLSI Systems Design's Semicustom Design Guide, 1987. 



can share a MegaLOGICIAN 
with a network of our 386-
based desktop workstations, 
for a high-powered low cost 
ASIC design environment. 

And that's just the beginning. 
With our library of more 

than 4,500 system
level components, 
you can include your ASIC in 
complete "real world" system 
simulations to ensure that 
your designs will be ready for 
production, instead of revision. 

All of which makes Daisy 
today's choice for no-sweat 
ASIC success. 

But what about tomorrow? 
Gate counts are on the rise. 

If your tools run out of steam 
at 5,000 gates, so could your 
future. 

No problem. 
Our ASIC design tools 

glide through 20,000-

gate designs 
without even 

breathing hard. 
In fact, new design kits 

already support arrays of 
over 100,000 gates. 

So you'll never have 
to worry about hitting a 
dead-end. 

But don't take our 
word for it, listen to what 

Rockwell and other industry 
leaders have to say. For a free 
copy of "Making It Big In 
ASICs" call Daisy at 1 (800) 
556-1234, Ext. 32. In California, 
1(800)441-2345, Ext. 32. 

European Headquarters: 
Paris, France (1) 45 370012. 
Regional Offices: 
England (256) 464061; 
West Germany 
(89) 92-69060; 
Italy (39) 637251. 



The capabllltles of the 

ASIC foundry are critical 

to the success of high

performance systems 
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20 THE TUNING OF A LOGIC MINIMIZER 
MICHAEL C. GALVIANO, Altera Corp. 

When replacing a proprietary program with Espresso didn't work, an EPLD 
company undertook enhancements to increase the performance of its logic 
m101m1zer. 

30 HARDWARE MODELING 
l. CURTIS WIDDOES JR. AND HOLLY STUMP, Logir Modelinp, Systems l nc. 

Hardware modeling can be a universal design tool for today's ASIC and system 
designers, but there are many misconceptions about the tool 
and its applications 
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In addition to providing an update of our usual information , 
this year's survey takes a look at military certification and 
qualification for ASICs. 
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60 SURVEYING THE RISC REALM 
BOB CUSHMAN, Senior Editor 

The second article in our series on RISC micro
processors considers the general features of eight current 
implementations. 
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BOB NORIN AND KEVIN NOLAN , QNantitative Technology Corp. 

Retargetable software-development tools allow builders 
of custom architectures to program their applications 
in a high-level language. 

SEMICUSTOM APPLICATIONS 

73 SPECIAL REPORT 
This year's special comprises two 
contributed articles describing the 
design of two semicustom chips and 
a report on new applications for 
programmable devices. 

64 
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ware tools come to 

the aid of micro-

programmers 
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Our ASIC 
line-up 
iso~ 
h 
the 
story. 

When it comes to delivery of 
high-quality, reliable ASICs, S-MOS 
wrote the book. 

We did it in collaboration with 
our manufacturing affiliate, Seiko 
Epson. With 18 years of CMOS 
experience, Seiko Epson is one of 
the world's most advanced CM OS 
IC manufacturers. 

Through Seiko Epson's high-yield 
manufacturing technology, we ship 
millions of ASIC units a month, and 

with a reject rate ofless than .0001 %. 
That's our quality story. 

Now we've added a new chap
ter on design. At our advanced 
R&D design facility, engineers from 
S-MOS and Seiko Epson are devel
oping new software to simplify 
circuit design, simulation and the 
creation of new megacells for our 
extensive cell library. 

Of course, you can still take 
advantage of our established design 

_, 
/ 

l 
I 

tools because S-MOS supports such 
workstations as Daisy, Mentor, 
Calma and PC-based systems using 
FutureNet, OrCAD and ViewLogic. 

Our proprietary LADS simulator 
will speed up the design process. 
The S-MOS engineering team will 
support you from concept to 
production. 

If you are looking for an ASIC 
program that can make your designs 
best sellers, call us. (408) 922-0200. 

~ 



CMOS Gate Arrays 
Up to 38,550 available gates 
• SLA8000 (800 ps): 

1.2µ drawn, 1.0µ Leff. 
• SLA7000 (1.0 ns): 

1.5µ drawn, 1.2µ Leff. 
• SLA6000 (1.8 ns): 

2.0µ drawn, 1.5µ Leff. 
• SLA700B High Drive 

Output 
• SLAIOOL Low Voltage 

CMOS Standard Cells 
Complexities to 16K gates** 
• SSCIOOO (1.4 ns): 

1.8µ drawn, 1.4µ Leff. 
• Fully migratable from 

S-MOS gate arrays 
·RAM and ROM 

blocks available 

TAN CELL is a registered trademark of Tangent Systems. 
"Typical propagation delay of 2-input NANO gate driving 2 internal loads with 1 mm of interconnect. 

••Maximum gate utilization depends on amount of interconnect used. 

The Alternative to Full Custom 
• 1.8µ CMOS process 
• Can utilize dissimilar 

cell geometries 
• 3-button approach 

to custom design 
• Currently over 300 

fully characterized cells 
•Fast 14-week 

implementation time 
•Timing-driven TAN CELL® 

place-and-route software 

CIRCLE NUMBER 1 

M S .l'. ,,- ~~ 
~ I.Ai...~ 

SYSTEMS 
S-MOS SYSTEMS, INC. 
2460 North First Street 

San Jose, CA 95131-1002 



The Design 

Automation Industry 

Is Beginning to 

Pay Attention to 

Important Details 
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DAC: The Signs of Maturity? 

B y now the dust has settled on the 25th annual Design Automation Conference, 

held last month in Anaheim, Calif. It has become the premier event for the 

electronic design automation industry, and like the industry, it has changed its character 

over the two and a half decades that it's been around. Each succeeding conference seemed 

to be bigger and better than its predecessor. However, although this year's event ran 

smoother than ever, some of the excitement of past conferences seemed to be missing. 

Logic synthesis and hardware description languages like VHDL were the subject of many 

papers, and related products were prominent on the exhibition floor. But most product 

unveilings were enhanced versions of existing tools. Joint agreements to port, link, or 

market were probably the most popular announcements. Perhaps it 's a sign of maturity. 

There was another sign of maturity in the industry: the increasing consolidation 

activity-in the form of mergers, acquisitions, or dropouts. Some of these consolidations 

were marriages holding great promise, but many were for the sake of survival. Some think 

these moves as a harbinger of bad times for the electronic design automation industry, but 

I don't. I see it as a growth plateau in which the industry regroups, reviews its strategy, 

and gets ready to move on to even greater heights. 

Is this whistling in the dark? Not really; many of the mergers will benefit the system 

and chip designers. Vendors of heterogeneous tools that merge will be pressured by 

market forces to provide good working interfaces between these tools, rather than the 

token links or good intentions that have resulted from a number of the many highly touted 

"joint agreements." 

In addition, those who closely follow the industry can testify that many vendors are now 

beginning to pay attention to the "not so little" things that are often neglected in a young 

and exploding market. These include such entities as databases, documentation, network

ing, testability, standards, and user-friendly universal interfaces. Attention to these 

"details" and the increasing system view taken by many of the players is good news, and it 

could provide the launching platform for reaching the next plateau in the design 

automation industry. 

ROLAND WITIENBERG 

EXECUTIVE EDITOR 

JULY 1988 



Stop Wasting Power 

New CMOS array features the lowest power dissipation: 8µW/Gate/MHz 

Raytheon's newest CMOS 
array family, the RLlOOO, helps 
you achieve optimum power 
performance. It offers the lowest 
power dissipation available-
at high densities-without 
sacrificing speed. 

D Lowest Power: Ratheon's 
8µW/gate/MHz CMOS arrays , 
with 1.0 micron effective channel 
lengths, have available densities 
ranging from 5670 to 20,440 
gates . With 20 tracks per channel 
instead of the standard 16, gate 
utilization is typically 90 percent 
or better. 

D High Speed: At 0.3 ns unloaded 
inverter delay, this low-power, high
speed array family is perfect for 
portable equipment or where power 
sources are limited. 

D Other features: The RLlOOO 
series, with symmetrical switching 
delays, operates at 250 MHz flip
flop frequency and is TTL/CMOS 
compatible. 

D Packaging: All packaging options 
are available. And Raytheon's 
design support includes an 
extensive macrocell library on 
major workstations. 

CIRCLE NUMBER 2 

D Also available in CMOS: 
• Approved VHSIC PHASE I 

gate array: RVG 1.25 family 
• Second source for LSI Logic 

Inc.'s LL7000 Series: RL7000 

Call Raytheon for access to the 
right CMOS technology. Your 
success is our first priority. 

Raytheon Company 
Semiconductor Division 
350 Ellis Street 
Mountain View, CA 94039-7016 
(415) 966-7716 

Raytheon 
Where quality starts with fundamentals. 



INTERNATIONAL WORKSHOP 

ON VLSI FOR 

ARTIFICIAL INTELLIGENCE 

July 20-22 
University of Oxford 
Oxford, England 

This workshop will provide 
a forum where AI experts 

and VLSI system designers can 
come to discuss trends in AI 
applications and their compu
tational requirements, VLSI 
implementations, and com
puter architectures. Topics to 
be discussed will include alter
native technologies, semantic 
and neural networks, function
al-language architectures, 
knowledge-oriented machines, 
rule-based engines, Prolog and 
Lisp machines, and fifth-gen
eration computers. Further in
formation may be obtained by 
contacting Dr. Jose G . Del
gado-Frias or Dr. Will R . 
Moore, Department of Engi
neering Science, University of 
Oxford, Parks Road, Oxford 
OXl 3PJ, England, U.K. 
Phone: (0865) 273188. • 

SIGGRAPH '88 
August 1-5 
Atlanta, Ga . 

The 15th annual conference 
on computer graphics and 

interactive techniques is spon
sored by the Association for 
Computing Machinery's Spe
cial Interest Group on Com
puter Graphics in cooperation 
with the IEEE Technical Com
mittee on Computer Graphics. 
It will feature panel sessions, 
courses, and exhibitions, as 
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well as a film and video show 
and an art show. Technical 
presentation topics will in
clude fast polygon algorithms, 
applications of computer 
graphics, volume rendering, 
lighting models, user inter
faces, physically based model
ing, curves and surfaces, filter
ing and texturing, hardware 
systems , and animation. 
Courses on user interface man
agement systems·, computer 
graphics in science, and solids 
modeling will be featured. For 
further information about the 
conference, contact SIGGRAPH 
'88 Conference Management, 
Smith , Bucklin, and Associ
ates Inc. , 111 E. Wacker 
Drive, Suite 600, Chicago, Ill. 
60601. (312) 644-6610. • 

OIS '88 
September 7-9 
Washington Sheraton 
Washington, D.C. 

Sponsored by Meckler 
Corp., the eighth annual 

Optical Information Systems 
Conference and Exhibition 
will focus on write-once and 
erasable optical storage sys
tems and digital document
image automation. Sessions 
are planned in such areas as 
electronic image and docu
ment storage systems, erasable 

en d ar 

optical disk media develop
ments, erasable optical disk 
drives and systems, evaluating 
and selecting a WORM subsys
tem, write-once and erasable 
optical medfa manufacturing 
approaches, operating-system 
software for write-once optical 
disk, future trends and new 
developments, converging op
tical information technologies, 
and integrated system devel
opment. Additional informa
tion may be obtained by con
tacting Marilyn Reed , OIS '88 
Conference Manager , Meckler 
Corp., 11 Ferry Lane West , 
Westport, Conn. 06880. 
(800) 635-5537. • 

7TH VLSI AND GAAS 

PACKAGING WORKSHOP 

September 12- 14 
San Jose, Calif 

T his workshop is being 
sponsored by the IEEE's 

Components, Hybrids, and 
Manufacturing Technology 
Society and the National Bu
reau of Standards. Topics that 
will be addressed include 
package thermal design and 
interconnection options, GaAs 
IC packaging, die attachment 
solutions for large chips, VLSI 
and wafer-scale package de
sign, new failure mechanisms 
in VLSI packaging, and VLSI 

package materials advances . 
Additional information may 
be obtained by contacting Paul 
Wesling, IEEE Council Office, 
701 Welch Road , Suite 2205, 
Palo Alto , Calif. 94304. 
(415) 327-6622. • 

INTERNATIONAL TEST 

CONFERENCE 1988 
September 12-14 
Sheraton Washington Hotel 
Washington, D.C. 

T he International Test 
Conference provides a ma

jor forum for an exchange of 
information about the testing 
of electronic devices, assem
blies, and systems. This year 
the conference focuses on the 
test techniques and equipment 
needed to meet the challenges 
of new technologies . Technical 
papers will be presented on 
such topics as analog devices, 
yield modeling and process di
agnosis, testability analysis, 
education and training, appli
cation-specific devices, micro
controllers and microproces
sors, printed circuit boards, 
wafer-scale assemblies, hard
ware and software, process and 
test data management, sur
face-mount assemblies, com
puter-aided engineering, qual
ity and reliability, fault mod
eling and simulation, design 
for testability, con tactless 
probing, fixturing, and com
puter-aided test generation. 
For additional information, 
contact Doris Thomas, Execu
tive Secretary, International 
Test Conference, Millbrook 
Plaza, Suite 104D, P.O. Box 
264, Mount Freedom, N.J. 
07970. (201) 895-5260. • 

l LLUSTRATION BY R ENEE KLEIN 



Become our Performance Partner 
for COT, CFT, CST and receive 
On-Time, Reliable service. 

Performance Partnership is a simple concept. You 
design the circuit (your performance) ; we implement 
your design on silicon, using advanced process tech
nologies (our performance) . 
As our partner, you're welcome to monitor each step. 
Programs are flexible-wafers , tested die, packaged 
devices, you call the shots. We're cost-effective. Non
threatening. And , we can be an interim or long-term 
solution. 
Here's what you can expect from our performance. 

To demonstrate the flexibility of our services we offer 
these processes: 

• P-Well and Twin-Tub, ISO-Planar CMOS 
• Linear and High-Speed Bipolar 
·Silicon Gate NMOS 
• Double-Poly Process for Mixed Signal 

Technology 
• Double Metal Process for High Density 

Applications 
• 2 Micron Stepper-based Processing 

Whether your need is for commercial or military 
grade wafers, write today for more information. For 
faster service, call our President, Paul Bhasin at 
(602) 921-6011. 

California Micro Devices Corp. 
Microcircuits Division 
2000 West 14th Street •Tempe, AZ 85281 
(602) 921 -6000• FAX (602) 921 -6598•TLX 187202 

Copyright © California Micro Devices Corp. 1988 
1900-8014 CIRCLE NUMBER 4 
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Sony Launches Double-Barreled Threat ... 

n a joint announcement with Motorola Inc. , Sony Microsys
tems (Palo Alto, Calif.) unveiled a new workstation based on 
two 25-MHz 68030s and a 25-MHz 68882 floating-point 

coprocessor. Expected to be priced between $ 3 5, 000 and 
$45 ,000, the NEWS 1800 series of platforms will run Sony's 
version of Unix 4. 3 BSD and the X-11 Wind ow System. Sony 
rates the platform at 5. 3 Dhrystone MIPS (normalized to a v AX-

11/780). With one 68030 dedicated to IIO processing, the 
machine is touted at excelling in applications with extensive I/O, 
networking, and graphics requirements. • 

. . • But· Apollo Goes It 'One' Better 

polio Computer Inc. 
(Chelmsford, Mass. }-like 
Sony, Hewlett-Packard, 

and Masscomp--is eager to 
cash in on the wealth of appli
cations running on 680x0-
based machines. The com
pany's answer is two price/ 
performance-targeted systems, 
the Series 3500 and 4500, that 
are binary-compatible with the 
3000 and 4000 series. Based 

on a single 68030, the 3500 
uses the 25-MHz version and 
the 4500 a 33-MHz device. 

The 3 500 series, which 
claims a performance of 4 
MIPS, starts at a low $7 ,990, 
and the 4500 series, which 
promises 7 MIPS, sports price 
tags as low as $18,990. The 
3500 will be available this 
month; the 4 500 is scheduled 
for the end of the year. • 

he HP 64}00 series of emu
lator/analyzers from Hew-
lett-Packard Co. combines 

the company's "logic analyzer 
on a chip" with its new emula
tion technology to provide a 
set of high-performance micro
processor development tools 
for Texas Instruments' TMS-
32020 and TMS320C25 digi
tal signal processors . 

The emulators deliver real-

time, no-wait-state execution 
up to 20 MHz for the 32020 
and up to 32 MHz for the 
320C25. They also support 
64K words of dual-ported 
emulation memory, eight-lev
el sequencing, and code cover
age analysis. The optional in
tegrated 16-channel logic ana
lyzer functions as a 100-MHz 
state analyzer and 25-MHz 
timing analyzer. • 

Allegro Is Accelerated 

new release of the Allegro 
PC board design system 
from Valid Logic Systems 

Inc. (San Jose, Calif.) provides 
more than 30 new features that 
increase the support for high
speed design and analysis; 2D 
drafting; and manufacturing, 
testing, and other third-party 
interface applications. 

Release 2.0's new and en
hanced interfaces to mechani
cal design and analysis pack
ages, such those offered by 
Structural Dynamics Research 
Corp., permit the designer to 
check PCB placement for me
chanical interference and also 
to perform stress, vibration, 
and shock analysis. • 



Zeiss Laser Focuses on Quality Control 

arl Zeiss Inc. (Thornwood, men undergoing inspection. 
N. Y.) has built a new laser This feature provides a speed 
autofocus system into its advantage over more conven-

Axiotron AF and Axiomos wa- tional TV-based systems, in 
fer inspection microscopes to which the microscope's objec
allow real-time automatic fo- tive lens must arrive at the 
cusing for precision inspection desired coordinates before the 
of semiconductors. The system system attempts to focus. 
also provides for .-------------. The Axiotron 
remote operation microscope is de-
with a TV camera, signed for in-pro-
as well as propor- cess inspection, 
tional manual quality control, 
speed control. and failure analy-
The dual infrared sis on wafers and 
pulsed-laser sys- masks. The Axio-
tem can be operat- mos system in-
ed at all magnifi- eludes a software 
cations without the necessity package for controlling illumi
of realignment when changing nation, magnification, and 
objective lenses. stage position. Its motorized 

Continuous spot focusing is stage can run at speeds of up to 
provided by the system as it 100 mm/s with 0. 1-µm 
tracks the surface of the speci- reproducibility. • 

TIL-Compatible GaAs 22V10 Beats 10 ns 

azelle Microcircuits Inc. 
(Santa Clara, Calif.) prom
ised to put LSI-level func-

tionality on GaAs standard 
products. The first product off 
the drawing board is a GaAs 
version of the 22V 10 PLO with 
2 10-ns propagation delay (in
put to output), a 3. 5-ns setup 
time, and a dock-to-output 
time of 7.5 ns. 

Not only is this GaAs part 
fast, its characteristics are 
roughly flat over the military 
temperature range. The figure 
shows a comparison of com
binational input-to-output
delay time vs. temperature for 
bipolar, CMOS, and the new 
GaAs device. The new part not 
only exhibits a temperature 
stable delay characteristic, but 
also provides less than half the 

delay of the other implementa
tion technologies. 

By providing TIL-compati-

10 t:::::==~~=:;:;;;=~ 
GaAs 

5---~~,___._~~--~--

-55 25 75 125 
TEMPERATURE (0 C) 

Source: Gazelle Microcircuits Inc. 

ble input and output circuits, 
the part can be easily dropped 
into any standard 22V 10 cir
cuit. The catch? For the near 
future, only Gazelle can pro
gram the $55 parts, which can 
have a turnaround time as long 
as one week. • 

High-Voltage IC Drives Video Displays 

ektronix Inc. (Beaverton, Ore.) has rolled out a monolithic 
IC, the TKDDlOP, that can drive a CRT with 50 V peak to 
peak at 175 MHz with up to a 6-pF load . Its gain can be 

varied linearly from 0 to 80 with an external potentiometer. 
The display driver chip is based on Tektronix's proprietary 

Quickchip ASIC technology. Available in a 24-pin power tab 
package, it runs $35 in 1,000-unit quantities. The chip is also 
available on an evaluation board, the TKDDlOEB. • 

Cadnetix, HHB Systems: A $77 Million Merger 

ruce M . Holland, presi
dent and CEO of Cadnetix 
Corp. (Boulder, Colo.), 

and Lutz P. Henckels, presi
dent of HHB Systems (Mah
wah, N.J.), shook hands on an 
agreement to merge the two 
design automation companies 
in a stock deal valued at $77 
million. Cadnetix is widely 
known for its strength in 
printed circuit board CAD 

tools, and HHB is strong in 
logic and fault simulation and 
automatic test generation. Un
der terms of the pact , Cadnetix 
will issue 1. 4 shares of new 
common stock for each share of 
HHB, which will become a 
wholly owned subsidiary . Hol
land will retain his positions at 
Cadnetix and Henckels will be 
president of the new HHB 
subsidiary. • 



PLO Breakthroughs 
Threaten Standard 
Logic 

hat has been keeping 
standard logic parts 

alive? Invented over 20 years 
ago , they established one of 
the most important standards 
.in the industry . But their de
mise has been contemplated 
continuously for the past 10 
years . However, the 7400 
functions , in their many im
plementations , from LS to AS, 
FAST, FACT, and ACT, hang in 
there in the face of competition 
from ASICs, both LSI and VLSI. 
Annual worldwide sales for 
standard logic parts is now 
about $ 3. 5 billion . 

But advances in the speed of 
P ALs that went to market for 
the first time last month may 
finally break the 7400 hold. 
Till now, PLDs could shrink 
the number of 7 400 parts and 
bring cost savings at chip and 
board levels, but only at the 
cost of lower performance . 

The result has been that the 
CMOS segment of the standard 
logic market is growing very 
slowly , and lower-speed bipo
lar versions- L and LS-are flat 
or shrinking . Only the faster, 
newer families, li,ke FAST and 
AS are growing at reasonable 
rates . These growth rates indi
cate that the users of standard 
logic are going to the devices 
mainly for speed. 

Indeed, speed has kept stan
dard logic alive. That's why 
CMOS has grown slowly, even 
while LSI and VLSI counterparts 
in the technology are surging 
in sales . 

Surely, though, there are 
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other attractions for the con
tinued use of 7 400 parts be
sides speed . For one, everyone 
is familiar with them, they're 
cheap , they have multiple 
sources , and they are commod
ities . (However, the speedy 
versions are not commodities.) 

Now that breakthroughs in 
bipolar PALs are offering de
vices that are faster than the 
7 400 parts they can replace , 
the impact on standard logic 
will grow rapidly. That's be
cause P ALs or other PLDs , being 
field-programmable, easily re
place scores of 7400 functions. 
If the standard-logic makers 
wanted to offer a new and com
plete line of standard logic 
with better speed, it would 
take many months and huge 
investments . 

All the room for maneuver
ing is now held by PLDs . So far 
we have seen the fastest PLDs at 
15 ns, 10 ns, and now Ad
vanced Micro Devices Inc .' s 
new 7. 5-ns series, offered in 
standard architectures. But 
soon , and probably first from 
AMD (Sunnyvale, Calif.), we 
will see the fastest-propaga
tion-delay processes used to 

make more application-specif
ic parts that can even compete 
with the higher-level LSI logic 
parts. This month, AMD will 
announce a new PAL with a 10-

ns propagation delay that will 
offer solutions for "common 
system timing problems ." 
Filling out the line with an 
array of application-specific 
models appears to be an added 
direction for AMD . 

Other companies, using the 
PAL structures, are already 
charging down the applica
tion-specific route, most nota
bly Altera and Intel. 

Another reason for P ALs to 

become more important is that 
the inventiveness and aggres
siveness that was exhibited by 
MMI for the last 10 years is now 
backed by the considerably 
larger manufacturing capabili
ty of AMD. MMI was always 
slow in ramping its latest PAL 
technology and was often pro
duction-limited . Staring at 
several hundred millions of 
dollars in hard investments to 

cure that problem is one big 
reason why MMI chose to merge 
with AMD. 

• WHY NOT GATE 
ARRAYS? 

But what about gate arrays? 
Aren't they replacing those 
7400 functions ? Gate arrays 
have been around a long time, 
and standard-logic sales have 
still continued to climb. Andy 
Robin, marketing manager for 
PLDS at AMD' believes FAST and 

AS are still growing rapidly be
cause gate arrays are having 
difficulty replacing them, 
typically becoming economi
cally wise only gate ranges of 
10,000 to 20,000 gates and 
higher, and that's a large com
mitment for most logic de
signers. Normally, they have 
been keeping tight control of 
their designs, particularly 
those sections that contain the 
most critical speed paths for a 
subsystem , using FAST or AS 
parts. Also, such designs are 
often not solidified until late 
in the system development 
cycle. 

But while gate arrays have 
been having some trouble pen
etrating these critical applica
tions, PALs have become popu
lar choices because they can be 
programmed by the designer, 
often late in the design cycle, 
without the turnaround time 
and NRE costs of gate arrays. In 
addition, approvals to make 
this type of design change can 
usually be avoided . An engi
neer doesn't have to announce 
that he had problems with his 
design; the old PAL simply 
goes in the garbage can . 

• A BOUNTY OF SPEEDY 
PLDs 

Over the last few weeks 
there has been a bounty of 
new, fast PLDs offered to the 
world, from AMD, Lattice Se
miconductor, Gazelle Micro
circuits, and Signetics. 

The new AMD 7. 5-ns PAL 
series consists of four standard 
20-pin devices: the PAL16R8, 
PAL16R6, PAL16L8, and 
PAL 16R 4. They are rated at a 
maximum propagation delay 
of 7 . 5 ns from 0° to 75°C and 
an operating frequency of up to 
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Now you can design complex ASICs 
to meet your needs, not to fit one sup
plier's limited capabilities. The Super 
Foundry™ offers the combined resources 
of the world's premier CMOS manufac
turers. Our process independent design 
tools and production services give you 

maximum freedom and control-from 
concept through delivery. 
FREE. ASIC Estimating Kit. 

What will it take to do your ASIC? With our free ASIC Estimating 
Kit, you can analyze design-process trade-offs and explore the 
performance, cost and scheduling implications of your design in a 
variety of processes. Take control of your ASIC design and avoid the 
single-supplier prison. Call the Super Foundry 
for your free ASIC Estimating Kit: 
1-800-FOR-VLSI ext.200. 

THE SUPER FOUNDRY 
SEATTLE SILIC©N 

3075-112th Ave NE., Bellevue, WA 98004, (206) 828-4422. 

CIRCLE NUMBER 5 
Copyright 1988, Seattle Silicon Corp. Super Foundry is a trademark of Sea Hie Silicon Corp. 



DESKTOP 
GATE 
ARRAY 
DESIGN 
Like desktop publishing is revo
lutionizing publishing, we are revo
lutionizing gate array design. Our 
GATEAID PLUS/PC gate array 
~esign software: 
o runs on your PCIXTIAT/386 
O matches the power of 

workstation tools, and 
O costs $945. 

And unlike the logic supertankers 
of other suppliers, our gate arrays 
are efficient building blocks tailored 
for various functions such as: 
0 PLO replacement 
o RAM and logic integration 
D Bus logic integration, etc. 

To order GATEAID PLUS/PC, or 
for more information on it or on our 
building block gate arrays, mail 
coupon below. Or call 1-800-338-
GATE. 

r.----------., 
I 

Mail to: Maira Design Semiconductor I 
2840-100 San Tomas Expressway 

I Santa Clara, CA 95051 I 
I 0 I'd like to order a copy of GATEAID I 
I PLUS/PC on a 30-day trial basis. Bill me. I 

(Include business card or letterhead). 

I 0 Send me information. I 
Name~---------- I 

---- 1 Signature (Required) 

Phone __________ _ I 
Company I ------. Address I 

I 
I 
I 
~ 
I 
I ... --·-------__ ... 

1~800-338-GATE 
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74 MHz . The frequency rating is impor
tant. It should be approximately double 
that of the latest microprocessors . This 
allows the devices to interface directly 
with the microprocessors without absorb
ing too much of their cycle time. 

AMD has also upgraded the speed of the 
22Vl0 , the most popular of all PAL de
vices . The propagation delay has been 
reduced from 25 to 15 ns . Also, the 
company is now shipping 10-ns 20-pin 
PALs in volume. 

Many users of the 22V 10 have felt the 
pinch of speed , especially with micropro
cessors rapidly upgrading their perfor
mances . Moving from 25 ns to 15 ns is a 

It is a direct drop-in for the bipolar 
22Vl0 . But AMD's announcement of its 
15-ns version took some of the spring out 
of Gazelle's leap into the market. One 
other drawback of the Gazelle chip is that 
it must be programmed at the factory 
using laser programming. 

Gazelle cannot showcase its potential 
capabilities very well with the 22V 10 
equivalent because it is not dense enough. 
GaAs gives very fast gate transitions inter
nally, but that can be lost with the I/O 
circuits , which have been purposely 
slowed down to emulate standard TTL I/Os. 
In denser circuits, it would take about 50 
gates in series to increase the overall delay 
time appreciably, since the GaAs gates 
have transition times hovering around 100 

' 

PALl 6R8-7 f AMllY VS. FAST AND AS 

PARAMETER 

COMBINATORIAL FUNCTIONS 
• 74138 DECODER t PD 

• 7 4 15 1 MULTIPLEXER t PD 

REGISTER, LATCH 
• 74374 OCTAL REGISTER tco 
• 74373 OCTAL LATCH t PD 

tLEO 

COUNTERS 
• 74161 4-BIT COUNTER t s 

t co 
• 74269/869 8-BIT COUNTER ts 

tco 

NOTE: All times are in nanoseconds. 

major step, making the 22Vl0 more of a 
candidate to replace groups of SSI and MSI 
logic parts . AMD expects soon to boost the 
operating frequency from 28. 5 to 50 MHz. 
That puts the rate at twice that of the new 
20- and 25-MHz microprocessors, making 
the device very attractive for interfacing at 
these higher processor speeds . 

A week after AMD made its 7 . 5-ns an
nouncements in June, Signetics Corp. 
(Sunnyvale, Calif.) announced a line of 20-
pin and 24-pin PALs with 10-ns propaga
tion delays. It also unveiled two of its own 
PLAs , devices that have much more logical 
flexibility but a 12-ns delay. 

Lattice Semiconductor Corp. (Hills
boro , Ore.) also pushed the speed in its 
CMOS EEPLD end of the market. It now has 
GAL devices with 12-ns propagation delays 
that replace common 20- and 24-pin PAL 
devices. The new parts, the GAL16V8A-
12 and GAL20B8A-12, both have a maxi
mum power drain of 115 mA . 

In addition, Gazelle Microcircuits Inc. 
(Santa Clara, Calif.) made its introduction 
of the 22V 10 in gallium arsenide . The 
device has a typical 6-ns delay (10-ns 
maximum) but sports TTL I/O parameters . 

FAST AS PAL16R8-7 

8.0 10.0 7.5 
11.0 15.0 7 .5 

10.0 9.0 6 .5 
8.0 6 .0 7. 5 
13.0 11.5 7.5 

5.5 8.0 7.0 
11.0 13 .5 6.5 
2.5 5 .0 7.0 
10 .0 11.0 6.5 

SOURCE: Advanced Micro Devices Inc. 

ps . However, Gazelle can use this part to 
demonstrate that GaAs is an good alterna
tive for silicon logic at the MMI and LSI 
levels. That needs to be proven for GaAs 
to take off as a logic alternative mixed into 
the critical timing circuits of systems 
based on silicon. 

Gazelle must also demonstrate its claim 
that GaAs will become as economical as 
silicon because it will use the same manu
facturing equipment and the same design 
tools. Currently it delivers twice the speed 
of standard logic but for approximately 
twice the price. Thus Gazelle has a lot to 
prove. It will take a few years to convert 
the skeptical, of whom there are many. 
Along the way, watch for Gazelle to bring 
out a string of programmable parts of 
much higher density , in addition to mov
ing toward application-specific solutions . 

All in all , this has been a banner month 
for PLDs and especially PALs. When future 
dismantlers of today's systems examine 
them with an archaeologist 's eye, they 
may also reckon 1988 as the time when 
the 7400 families first started their relent
less downturn . • 

- Stan Baker 
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180 MHz with low power. 
It's cause for celebration. AMCC extends 

its lead as the high performance/low power semi-
custom leader with three exciting, new BiCMOS logic 

arrays that optimize Q14000 SERIFS 
performance where Qz1oos Q910os Q14ooost 
today's designs need Equivalent Gates 2160 9072 13440 

Gate Delay' jns) .7 .7 .7 

it most. In throughput Maximum l/O 180 180 180 

(Up to three times faster _Fre_,__qu_enc-'---'y l~MH---'z) _____ _ 
Utilization 95% 95% 95% 

than 1.5µ CMOS). Power 

Today, system ~~ssipation iW) ~~ ;6~ :2: 

designers look at speed, Temperature COM, COM, COM, 
Range MIL MIL MIL 

power and density. for ' 12 loads, 2 mm of metal) tAvailable soon 

I 
good reasons. As CMOS gate arrays become larger and 
faster, designers can't meet their critical paths due to fanout 
and interconnect delay. As Bipolar arrays become larger 
and faster, power consumption becomes unmanageable. So 
AMCC designed a BiCMOS logic array family that merges 
the advantages of CM OS's low power and higher densities 
with the high speed and drive capability of advanced Bipolar 
technology. Without the disadvantages of either. 

Our new Q14000 BiCMOS arrays fill the speed/power/ 
density gap between Bipolar and CMOS arrays. With high 
speed. Low power dissipation. And, mixed ECL/TTL I/O 
compatibility, (something CMOS arrays can't offer). 

For more information on our new BiCMOS logic 
arrays, in the U.S., call toll free (800) 262-8830. In Europe, 
call AMCC (U.K.) 44-256-468186. Or, 
contact us about obtaining one 
of our useful evaluation 
kits. Applied 
MicroCircuits 
Corporation, 6195 
Lusk Blvd., San Diego, 
CA 92121. (619) 450-9333. 

A Better BiCMOS Array is Here. 
CIRCLE NUMBER 7 ~~(Q(Q 



The Driving Force 

Behind the PAL 

Moves On 

JHN Birkner has a fascina
tion for electronics that could in
spire zealots and fanatics. Contin
ually drawn to innovations in digi
tal computers, he became the 
driving force in the invention of 
programmmable array logic (PAL) 
devices at Monolithic Memories 
Inc. in the mid-1970s, and PALs 
propelled MMI to the front ranks of 
semiconductor makers. 

Before MMI, Birkner was at 
Computer Automation Inc., 
where he designed an entire 16-bit 
processor on a half-card-sized 
board with only 80 ICs. Though 
the board was hailed as a great 
achievement at the time, Birkner 
knew there had to be a better way. 
"rn was a helter-skelter collec
tion of devices from different com
panies. PLAs were in fat 28-pin 
DIPs, cost $20, had 60-ns delay 
times, needed $10,000 program
mers, and lacked design soft
ware-and there was a big educa
tion problem," he recalls. How
ever, the sudden appearance of 
microprocessors convinced him to 
move from Newport Beach, Cal
if., in 1975 to where systems were 
being put onto silicon. 

Birkner's contribution was that 
he brought a special vision to MMI 
in connecting applications to IC 

design. At MMI, he 'says, "it was 
like standing on a fence and seeing 
both sides." IC companies misun
derstood the shortcomings of 
PLAs, but he saw an opportuni
ty. Engineers at computer compa
nies had told him, "If you give us 
PLAs in 20-pin packages with 
speeds close to that of TIL, we'll 
never use TIL again." 
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John Birkner: Born to 
Innovate 

Birkner had his cause, and MMI 
had the wherewithal in PROM 
technology; a silicon design ge
nius named H .T. Chua; and an 
applications manager, Clive 
Ghest, who supported Birkner. 
Out of this chemistry was born the 
PAL business. 

The first priority was to make 
PLAs that were as fast as standard 
TIL logic. The PLA architecture 
was simplified to use only pro
grammable OR gates, reducing the 
chip size and delay and making 
the new PAL parts easier to use. 
Then Chua innovated simpler, 
smaller device structures that en
abled P ALs to cover the functions 
of 8-bit octal devices-a key to 
success. The delay dropped quick
ly to 3 5 ns, putting the new PLDs 
in the TIL league. 

To many, Birkner was a blond, 
bushy-haired hippie from South
ern California. His first proposal 
for development of the PAL line 
got a ho-hum reception from 
MMI'smanagement. He gives 
Ghest, originally from Britain, 
credit for backing his ideas . "The 
English have a way of putting up 
with eccentrics," he says. 

His hair has come under some
what more control, but not his 
thirst for innovation. He ran his 
own company, Structured Design 

' P EOPLE WILL 

GROW, BUT AS 

ORGANIZATIONS 

GROW THEY WANT 

TO CONTROL THE 

ZEALOTS' 

Inc., part-time since 1979, while 
employed at MMI. It made design 
tools for PLDs but was eventually 
scaled back to serve only a few 
customers. It's now run by 
Birkner's wife, Noel Hendricks. 

As a 12-year-old, Birkner was 
inspired by the Boy's Book of Elec
tronics. He first used a digital com
puter at the University of Califor
nia at Berkeley in 1964. In two 
weeks, he used all of the class's 
computer time, he relates with a 
tinge of embarrassment but no 
regret. 

Birkner's leisure time is saved 
for his only child, 30-month-old 
Samantha. They hike mountains 
and fly kites on windy hills near 
the Pacific Ocean. At 45, he has 
geared down from the long-dis
tance runs of a few years ago. 

He is, however, gearing up 
more innovations. He left MMI in 
1986 and recently formed Peer 
Research Inc. with Chua and some 
of the old PAL development team. 
"It will provide the spreadsheet, 
the Lotus 1-2-3, of ASICs and 
bring silicon compilation to desk
top computers," he says. (He often 
refers to PALASM, the program
ming language developed at MMI 
for PAL design, as "the first silicon 
compiler.") 

Why did Birkner leave MMI, a 
company that rewarded him and 
Chua with Porches and Mercedes 
Benzes? "PALs were doing OK. I 
had completed a cycle. People will 
grow, but as organizations grow 
they want to control the zealots. 
You can't outgrow the perceptions 
others have about you. I'm an in
novator, not an organization per
son; I have to have the hours alone 
to think. To many, I was always 
the bushy-haired hippie." • 

-STAN BAKER 
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17 MILLION PLDS A MONTH 
BEGIN WITH DATA 1/0. 

No company supports as many 
programmable logic devices as 
Data 1/0®-virtually every PLO on the 
market. From design, to program
ming and test, Data 1/0 is the industry 
choice for PLO development tools. 

UNIVERSAL SUPPORT FOR EVERY PLD 
MANUFACTURER. Data 1/0 gives you 
the freedom to choose the right PLD 
for your design-from any manufac
turer. You can use our tools to design 
and program all PLD architectures, 
including PALs, FPLAs, PLEs and 
EPLDs, and all technologies from 
vertical-cell AIM, ECL, and CMOS 
to bipolar. And you can pick any 
package-DIP, PLCC, LCC or SOIC. 

UNIVERSAL DESIGN TOOLS. ABEL™ 3.0, 
Data I/O's high-level design language, 
lets you describe your design with 
any combination of equations, state 
diagrams, or truth tables. For com
plete device testability, PLDtest® is 
our universal tool for automatic fault 
grading and test vector generation. 

UNIVERSAL PROGRAMMING TOOLS. 
The UniSite™ 40, our most sophisti
cated programmer, handles all 
devices-memory, logic, and 
microcontrollers-in a single site. 
The modular approach to logic 
programming is the 29B with a 
Logic Pak™. Or for portable conven
ience, the 60A programs popular 
logic and memory devices. Add 
our handler and workstation soft-

Data 1/0 Corporation 10525 Willows Road N.E., P.O. Box 97046, Redmond, WA 98073-9746, U.S.A. 12061881-6444 / Telex 15-2167 
Data 1/0 Canada 6725 Ai rport Road, Suite 302, Mississauga , Ontario L4V 1V214161678-0761/ Telex 06968133 
Data 1/0 Europe World Trade Center, Straw inskylaan 633, 1077 XX Amsterdam, The Netherlands + 31101206622B66/ Telex16616 DATIO NL 
Data 1/0 Japan Sumitomoseimei Higashishinbashi Bldg ., BF, 2-1-7, Higashi-Shinbashi, Minato-ku, Tokyo 105, Japan 

1031432-6991 / Telex 2522685 DATAIO J 

© 1988 Data 110 Corporation 
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ware for complete programmin 
support on the production line. 

UNIVERSALLY APPROVED BY PLD 
MANUFACTURERS. When you use 
Data 1/0 tools, you can depend on 
the accuracy and reliability of your 
programmed PLD. We work with 
semiconductor manufacturers- long 
before devices are released- to 
develop, and obtain approvals for, our 
programming algorithms. So reliable 
support will always be ready when 
you need it. 

A CLOSER LOOK AT UNIVERSAL SUP· 
PORT. Call us today for more informa
tion about Data I/O's complete line 
of PLD development tools 
and qualify for your FREE 
copy of the ABEL 3.0 
demonstration disk. Your 
PLDs will be off to a better 
start and a faster finish. 

1-800-247-5700 
Dept. 314 



Floorplanning 
IN YOUR April issue , David 
Hightower, in his Industry In
sights "Floorplanning for the 
Future" (p. 18), states that a 
"sophisticated, highly interac
tive floorplanner is required. 
Even the 'automatic' place
ment tool in the floorplanner 
should be interactive; that is , 
it should have a 'human sub
routine' through which it calls 
the operator from time to time 
to solve some local problem 
and then continues searching 
for the global solution. " 

Such a floorplanning tool 
was developed at IBM in 1984. 
It is described in the paper 
"CRAFT: A Customizable Re
finable Algorithmic Floorplan
ning Tool" presented at the 
1986 ICCD and written by Pe
ter Van Dyke and me. The 
paper is primarily devoted to 
the algorithms, but the graph
ics are briefly described. We 
also discussed the ability to 
invoke the algorithms through 
the graphics interface and 
switch between interactive and 
automatic procedures. 

The graphics tool displays 
the placement, histograms of 
wire congestion in the x and y 
directions, the maximum con
gestion in x and y, the total 
wire length in the x and y 
directions, and the x and y 
dimensions of the floorplan. 
Options are listed on the 
screen next to the placement. 

The designer can invoke the 
automatic placement algo
rithm (for a user-specified 
number of moves), exchange 
objects at any level of the hier
archy with any other object at 
that level (including exchanges 
with an empty space in the 
hierarchy), rotate a macro (the 
lowest-level object in the hier
archy) , and invoke a global 
channel program to space the 
macros apart for wiring. 

The user-driven moves are 

18 VL S I SYSTE M S D ES I G N 

I E T T E R 

made in the context of the 
hierarchical structure on which 
the algorithm operates. As a 
result , the entire placement is 
modified in response to effi
ciently remove empty space . 
After any action the resulting 
placement and its correspond
ing statistics are displayed . 

There is also a capability to 
change the scoring parameters 
driving the automatic place
ment. Consequently, the de
signer can tune the algorithm 
as he proceeds. 

This tool was originally de
veloped to observe the type of 
manual moves that would im
prove floorplans in order to 
create a function that would 
mimic these types of moves. 
Thus, in a sense, it is also an 
expert system . 

The tool for the future I 
would like to see is one that 
would store information about 
the types of moves a designer 
makes and automatically mod
ify the algorithm to produce 
these moves . 

YEHUDAH REUS 
IBM Corp. 
Poughkeepsie, N. Y . 

Missing Cells 
ALTHOUGH I applaud the 
idea of your recent cell synthe
sis "rally" ("Cell Synthesis in 
Action, " May, p. 52), I feel 
there were several problems in 
the way that it was conducted 
and the way that you repre
sented our entry . 

• When we received the 
benchmark schematic, we en
tered it into our tools using the 
SLICC language, and two bugs 
were detected immediately . 
We contacted your editor 
about the bugs and agreed on a 
revised circuit, which is the 
one you published. 

• You did not publish our 
layout. Instead, you published 
Caeco's layout twice. 

s 

• You mentioned that we 
submitted three layouts but 
did not explain why. There 
were three factors left open in 
the rally. First, since your 
benchmark did not specify 
transistor sizes, we ran ours 
once for minimum size , which 
gave a 28-ns cycle time; once 
with sizes optimized for speed 
by our TILOS sizer, which gave 
a 5-ns cycle time. 

The second factor was the 
use of second-level metal. Al
though your rules said that 
second-level metal was avail
able , several of the published 
layouts did not use it . Second
level metal reduces resistance 
and delay but may increase size 
a little bit in small layouts, 
since it has larger design rules. 
In big designs, though, it 
saves area and improves per
formance. 

The third factor was the 
question of multiple strips of 
logic. Again , small layouts 
tend to be a little more com
pact in a single row , whereas 
bigger designs require multi
ple rows. 

• You state that the SCS tool 
is the only system capable of 
producing multiple strips . 
Not only can SC2D do this , 
but several of the layouts pub
lished in your article demon
strate this capability . 

• You identified our entry 
only as "the AT&T system. " In 
fact, it is called SC2D. The 
distinction is important , since 
SC2D is one of several research 
prototype cell layout tools be
ing developed at AT&T for 

· chip designs. These tools are 
compatible but distinct ; they 
produce different styles of lay
out (for example, cell/strip
based, single/multiple devices 
per polysilicon column, abut
ted rows). SC2D is part of a 
much larger CAD system, 
called IDA, that includes edi
tors, compacters, simulators , 
logic synthesis tools, and spe-

cial-purpose generators. 
• Finally, you failed to 

mention what is perhaps 
SC2D's biggest advantage: it 
regularly handles tens of thou
sands of individually sized 
transistors at one shot , synthe
sizing dozens of strips. 

Thank you for allowing us 
to set the record straight on 
these issues . 

DWIGHT D. HILL, DON SHU
GARD, and JACK FISHBURN 
AT & T Bell Laboratories 
Murray Hill, N.J. 

EDITOR 'S REPLY: The original idea 
of the article was to give our 
readers information about 
some of the different automat
ic cell layout systems that exist 
today. It was an informal pro
ject and there was no intention 
of running a "race" between 
the participating vendors. In 
the article, we discussed some 
of the features and results but 
deliberately avoided picking 
"winners" and "losers, " since 
the ground rules were not de
fined well enough to provide a 
level playing field for all the 
players . 

We included AT&T's tools , 
even though they are propri
etary , since they offered an
other viewpoint on cell synthe
sis tools and included some 
advanced features that would 
be of interest to our readers . 

However, we must apolo
gize for the inadvertent error 
in mixing up AT&T's layout 
with that of another vendor. 

We also agree that AT&T 
was the first to discover the 
bugs in the original circuit. As 
soon as the bugs were discov
ered , a corrected schematic 
was sent to all participants. 

The original article was 
written by Ernest Meyer. Un
fortunately , although Ernest 
received credit on the table of 
contents, his byline was omit
ted from the article itself. 
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or. . . 

The choice is really quite simple. 
Dozens of different PLDs expen
sively stocked to meet every need. 
Or the generic GAL® family of pro
grammable high-performance logic 
devices. 

Reprogrammable CMOS. 
Behind this family is our Generic 

Array Logic (GAL) architecture. First 
developed and produced by Lattice, 
this architecture lets one GAL device 
replace all common 20 or 24 pin 
PAL® devices. 

Fabricated with Lattice's proprie
tary E2CMOS1

"' technology, GAL 
devices give you bipolar speed and 
lower power. Half-power parts are 
available with maximum gate delays 
of 15ns. Quarter-power delays are 
25ns. Both reduce heat without loss 
of performance. 

Gone are discarded fuse-link 
parts caused by misprogramming. 
Gone is the need for expensive 
window packaging. Gone are long 
UV erase cycles. Instead, you simply 
plug your GAL device back into the 
programmer and erase and repro-

gram in less than a second. Design 
changes are simple and easy, too. 

Inventory reductions. 
From a manufacturing and man

agement perspective, the GAL 
family offers even more. Now PAL 
and other PLD inventories can be 
dramatically reduced. At the same 
time, design alternatives multiply. 

Because GAL devices are repro
grammable, they are also reuseable. 
And last-minute design changes 
mean simple reprogramming rather 
than costly replacement. 

100% tested. 
Unlike other PLDs, GAL devices 

are 100% tested for optimum system 
quality. There is simply no need to 
overstock in anticipation of a high 
failure rate. 

So forget about that pile of 
"Eithers~' And learn more about the 
Lattice "Or:' To find out how GAL 
devices fit all of your PLD needs, ask 
for a free copy of the Lattice GAL 
Data Book today. 
E2CMOS is a trademark of Lattice Semiconductor. 
GAL is a registered trademark of Lattice Semiconductor. 
PAL is a registered trademark of Monolithic Memories, Inc . 

!IJLattice 
Semiconductor 
Corporation TM 

5555 N.E. Moore Ct. • Hillsboro, OR. 97124 
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Minimizer 

MICHAEL C. GAL VIANO, ALTERA CORP., SANTA CLARA, CALIF. 

'\ 

M nimization of logic expressions is critical for the ~fficient use of PLD 

resources. If the needs of a designer's project exceed the fixed 

resources of a programmable logic device, the part becomes useless to the 

designer. Because designers' needs are growing, minimization programs must 

be upgraded to produce efficient designs in the short amount of time 

characteristic of PLDs. 

From the beginning of the development of the A+ Plus software package, for use with the 

company's erasable PLDs, Altera has put significant effort into the functional module assigned 

the task of product-term minimization. This minimization module, called the Standard 

A+ Plus Logic Simplification Algorithm (Salsa), is also found in Altera's Max+ Plus design 

system (Figure 1). 

We have reevaluated Salsa to judge the effectiveness of its results against a widely used and 

understood minimization program, Espresso. In addition, we have upgraded the algorithms 

within Salsa to increase its throughput. The enhanced Salsa now resides in Altera's design tools. 

Salsa has gone through several incarnations since its first release in 1984. Each release was 
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To build the world's 
highest performance 
RISC microprocessor, 
AMD turned to· 
Mentor Graphics IC 
layout tools. 

It was a bold, ambitious project: build the 
fastest 32-bit µPin existence. One delivering a 
5X to 7X performance improvement over existing 
32-bit processors. 

So Advanced Micro Devices turned to 
Mentor Graphics' Chip Station® to get the 
Am 29000 into silicon in a single iteration. Why? 
Because Chip Station provided the most advanced 
capabilities available, yet could also emulate 
AMD's existing tools. 

Sharpen your competitive edge. 
Look inside Chip Station and you'll find fea

tures like advanced traversal capabilities that make 
moves through the hierarchy as simple as point and 
click. And polygon-based editing that prevents prob
lems like self-intersecting data. Also, programma
ble stroke recognition, which immediately converts 
cursor movements into commands. And 
now, the industry's fastest VLSI color 
plotting solution. 

Complete compatibility with 
your existing environment. 

Chip Station's programmable 
user interface shortens your learning 
curve by emulating the commands of 
your current system. At the same 
time, Mentor Graphics helps you 
adapt to the rich feature set of Chip 
Station and graduate to a truly 

AMD s new RISC-based, 32-bit Am 29000 
microprocessor operates at a 25 MHz 
clock rate with a 40 ns instruction 
cycle time. It can bit a peak execu
tion rate of25 MIPS, with a sus
tained performance of 17 MIPS. 
Because of its exceptional speed 
and price-performance ratio, 
the Am 29000 can be used in a 
wide range of applications-from 
embedded controller designs to engineer
ing workstations. 

Chip Design lets you represent cells symbolically 
so the organization and management of large 
designs is greatly simplified. And REMEDfM 
expands DRACULA II™ LVS checks to include 
graphic correlation of errors in both schematics 
and layouts. 

The emerging standard. 
Mentor Graphics' IC design and layout tools 

have already earned a solid reputation for produc
tivity on large, complex VLSI projects. As a result, 
we're the world's fastest growing supplier of 
IC layout systems. 

It's all part of a vision unique to 
Mentor Graphics, the leader in electronic design 
automation. Let us show you where this vision 
can take you. 

Call us toll-free for an overview brochure 
and the number of your nearest sales office. 

1-800-54 7-7 3 90 (in Oregon call 
284-7357). 

advanced IC layout methodology. ~ 
Chip Station also brings you ~ II 

both the capacity and per- ~ 
formance to deal with the «.J!Ji~~~~ 
cominggenerationof f "rlf{/fll/' · ~ 

~~:~~~~.::~:,::~,~ured . ~ '' GMBRIPI-



VERIFY D ESIGN 

PART 
DESCRIPTION 

FILE 

FIT THE 
DESIGN INTO 

THE IMAGE OF 
THE EPLD 

CONVERT THE 
REPRESENTATION 

INTO HUMAN
READABLE FORMAT 

ASSEMBLE THE 
DESIGN 

LOGIC 
EQUATION 

FILE 

MINIMIZE THE 
SUM-OF-PRODUCTS 
REPRESENTATION 

Figure 1. The A+ Plus and Max+ Plus design systems use the Salsa program to minimize the sum-of-products representations of designs that are targeted for Altera's EPLDs. 

intended to improve the capabilities or 
speed of the program. When we became 
aware of the software offerings made avail
able by the University of California at 
Berkeley, we had to decide whether to 
adopt its PLA minimization tool, Espresso, 
or to continue to refine Salsa. Espresso is a 
fine program that enjoys firm theoretical 
foundation . It has a reputation for being 
efficient and for producing results that 
were at least close to a given problem's 
optimum solution . The question of inter
est to us was whether it would improve 
our software's performance when used by 
our customers to create EPLD designs. 

Because designers run the A+ Plus and 
Max+ Plus design software on personal 
computers, we needed to compare the 
code size and memory requirements of 
Espresso and Salsa. PC-DOS limits total 
code and data memory usage to 640 kilo
bytes. We found that although Espresso 
could be ported to run on DOS machines , 
its code was somewhat larger than Salsa's. 
We also know very precise! y how much 
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data space Salsa requires because it has 
been tailored to work with the rest of 
Altera's design tool suite. The extent of 
Espresso's memory utilization depends on 
the particular problem being solved. It 
may use significantly more memory .while 
processing complex expressions than it 
does for more simple ones. 

We also needed to evaluate failure 
modes that resulted from expression com
plexity. Salsa always produces a logically 
correct expression--even if the expression 
is too complex to minimize sufficiently to 
fit within one of our EPLDs . If Espresso 
encounters an expression with too many 
prime product terms, or implicants, in 
either its complemented or uncomple
mented form, the program aborts. 

As mentioned above, Salsa was de
signed to work with the rest of Altera's 
tools. The 1/0 routines and file formats it 
uses fit comfortably into the tools' overall 
framework. We had some concern that 
processing speed would suffer and code 
size increase if we had to build special I/O 

routines for Espresso. We were confident, 
though, that this potential problem could 
be overcome, should Espresso prove the 
best choice based on other criteria. 

Another area of concern was what we 
call "non-Boolean minimization ." Our 
EPLDs feature fully programmable I/O ar
chitectures. In many cases, the A+ Plus 
and Max+ Plus software must determine 
which of the possible flip-flop configura
tions available on a particular macrocell 
result in the best utilization of an EPLD. 
Altera has added algorithms to Salsa that 
select the best IIO configuration for cus
tomers' designs . Obviously, Espresso was 
not designed to include this function. We 
could pull the non-Boolean minimization 
functions out of Salsa and add it as a 
separate routine to Espresso. Such an ap
proach, however, could reduce processing 
speed and increase code size. 

Finally, we needed to evaluate mainte
nance and reliability issues . In the event 
that a software defect is found, we must be 
in a position to provide a timely response 
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COST OF 
COMPUTATION 

y =en 

REGION OF SMALL n 

Figure 2. If the number (n) of implicants is kept small, n-squared algorithms (represented by y = an2 + bn) can 
execute more quickly than linear algorithms (y = en). "Pruning," or reducing, n is the primary method used to 
improve the performance of Salsa. 

to the problem. Salsa is a mature, stable 
product with a well-understood, simple 
design. At each stage of its development, 
Salsa's progress was tracked through pre
defined milestones, with design issues re
ceiving careful review by members of Al
tera's software development team. Also , 
throughout its history, Salsa has been sub
jected to Altera's large and growing re
gression-test database. 

Salsa follows a classical model for the 
reduction of Boolean functions. First it 
generates all prime implicants in the solu
tion; then it tries to throw out the most 
obviously redundant ones (Dietmeyer, 
1978). 

In contrast, Espresso is a more complex 
program written and supported by grad
uate students at Berkeley. Of some con
cern is the disclaimer that accompanies the 
Berkeley CAD-related software distribu
tion (of which Espresso is a part). This 
copy of the disclaimer is dated March 
1986: 

"Please note that the Industrial Support 
Office/Industrial Liaison Program is not a 
technical services office. The Department 
and the ERL do not have the resources to 
offer technical support, although graduate 
student authors do appreciate being noti
fied of bugs. If you have a technical ques
tion or a bug to report , you may send a 
brief description of the problem in writing 
to the Industrial Support Office and we 
will forward the letter to the appropriate 
professor or graduate student. However, 
we cannot promise any response, nor even 
an acknowledgement of receipt of your 
letter. '' 

If we were to offer Espresso as a part of 
the Altera's design tools, it would obvi
ously be our responsibility to maintain the 
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software. If we were to encounter a prob
lem, however, we would clearly prefer 
help from the original source of the soft
ware. We feel that the users of our EPLDs 
would benefit indirectly from such help as 
well, and its absence adds a modicum of 
vulnerability that we would like to avoid. 

•MINIMIZE REAL DESIGNS 

We decided that these potential areas of 
concern could be evaluated quantitatively. 
We would simply compare the programs 
in the problem domain of interest. We 
also know that the kinds of designs that 
will be successfully implemented in an 
Altera EPLD will be reduced to 10 or fewer 
product terms. In this domain, Espresso 
and Salsa would be compared according to 
two criteria: their relative speed and their 
relative effectiveness. By relative speed, I 
refer to the "wall clock" time required for 
each program to process the same data . By 
relative effectiveness, I refer to the number 
of product terms remaining in the expres
sions after minimization . 

If we found Espresso to be significantly 
faster or significantly better at product 
term reduction than Salsa, we would assess 
the software development costs associated 
with achieving the best possible overall 
performance of Boolean and non-Boolean 
minimization. We would decide whether 
it would cost less to improve Salsa's per
formance relative to Espresso's, or whether 
it would cost less to provide the requisite 
interfaces to allow Espresso to work within 
Altera's tool suites. 

We compared a stand-alone version of 
Salsa, which was functionally equivalent 
to the version released as a part of A+ Plus 
and Max+ Plus, with the version of 
Espresso that we ordered from Berkeley in 

May of 1986. Espresso was run with its 
"single output" and "Boolean equation 
format" options set. This configuration 
results in an output suitable for compari
son with Salsa's output. The only differ
ence between the tested version of Salsa 
and the production version of Salsa was 
that the test version was initiated by a 
small driver program instead of from the 
A+ Plus or Max+ Plus environments. 
The actual program code was unchanged. 

The tests were run under Berkeley Unix 
4.2 on a Pyramid 90x superminicom
puter. We used the Unix environment 
because it contains convenient profiling 
tools and because a PC-based version of 
Espresso was unavailable. Salsa was al
ready in a form that allowed us to compile 
its code for execution under either envi
ronment . Unix's timer utility was used to 
guarantee that the test results were unaf
fected by other users on the system. On 
the Pyramid, the Espresso executable code 
is about 35 KB more than that of Salsa. 

Obviously , we expect that the raw 
numbers would be different if the tests 
were run on a PC, but there is nothing in 
Salsa's code which takes advantage of the 
Unix environment or the 32-bit word size 
of the supermini . For the class of problems 
that Espresso and Salsa solve, the efficien
cy of the algorithms is many times more 
significant than the efficiency of the un
derlying platform. Thus we expect results 
in the PC-based product that are propor
tional to the supermini results, and expe
rience has borne this expectation out. 

The programs were run on a set of 
designs chosen from Altera's regression 
test database . These designs fall roughly 
into three categories: 

1. Designs created by programmers to 
test some aspect of the software 
2. Designs created by Altera's applica
tions engineers to demonstrate specific 
features of Altera's parts 
3. "Problem" designs submitted by 
customers 

It is important to note that designs 
falling into any of these categories are 
likely to be harder to process than the 
"average" design. Therefore our test data
base provides data of more significance 
than a random sample of test designs . 

As was expected, there was no signifi
cant difference in the product term counts 
produced by Espresso and Salsa. These 
results concur with a similar comparison 
of algorithms on p. 158 of Brayton's book 
(1984). 

The results of the timing measurements, 
however, were surprising (see the table). For 
the 24 designs used in the test, Espresso has 
an average elapsed time of 81.6 seconds. 
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COMPARISON OF TIMING MEASUREMENTS 
FOR ESPRESSO, NONOPTIMIZED SALSA, 
AND OPTIMIZED SALSA 

SALSA SALSA 
DESIGN ESPRESSO (NON- (OPTI-

OPTIMIZED) MIZED) 

16bitpii 151.4 13.4 2.3 

68kmemap 5.2 11.l 0.1 

900pat4 243.2 6.2 4.9 

bicrevd 4.7 50.7 0.2 

bus682a 26.0 20.0 0.7 

epl800a 571.6 3.7 1.3 

ex3 2.4 48.2 0.3 

ex7 100.6 52.3 1.9 

maxiol8 41.4 3.7 0.2 

mxglful8 39.0 0.3 0.2 

mxsigl8 676.7 16.9 2.3 

schwebl2 14.4 29. l 0.2 

NOTE: All times are given in CPU seconds. 

Salsa's average elapsed time was 12.6 sec
onds. The difference in median times was 
not as great , but it was still significant: 
Espresso's median elapsed time was 12 .2 
seconds ; Salsa's , 6. 8 seconds . Espresso's best 
time was about 0. 1 second; its worst was 
571.6 seconds . Salsa's best time was less 
than 0 .05 second and its worst was 52.3 
seconds. Salsa was faster than Espresso on 16 
of the 24 designs . 

We concluded from these results that 
for the types of problems of interest to us, 
Espresso does not generally perform better 
than Salsa. Thus it seemed prudent to do 
what we could to enhance Salsa rather than 
replace it with another module . 

To improve the performance of Salsa 
further, we used the Unix profiling tool to 
identify areas in the program where exces
sive amounts of time were spent . As a 
result , the optimization efforts focused on 
three areas : the pruning of so-called " n

squared" algorithms, the improvement of 
the De Morgan's inversion algorithm, and 
the improvement of the "end game" 
(where we try to throw out as many redun
dant prime implicants as we can). 

• N-SQUARED ALGORITHMS 

Many of the methods used to expand 
the input Boolean function to its "prime 
implicants"-its fullest expression in 
terms of the inputs-are what we term "n-
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squared" algorithms. Such algorithms 
arise under many circumstances; for exam
ple, when each element of a list that 
contains n elements must be compared 
with all the rest, there will be n X (n - 1) 

comparisons. Because the leading term is 
n 2 , we say the comparison involves an n
squared algorithm. 

The number of prime implicants of a 
Boolean expression using x variables grows 
as 3x/x . In this case, n-squared algorithms 
can quickly become unwieldy with in
creasing x. But that is not the end of the 
story . In the example given above of the 
n X (n- 1) comparisons, both the n2 term 
and the n term have the same coefficient 
(unity). That is not always the case in 
more complicated algorithms . Consider 
two algorithms (Figure 2): one that has n
squared behavior but with a small coeffi
cient (a) on the n2 term and one with 
linear behavior (the best-case behavior for 
such algorithms) but with a relatively 
large coefficient (c) on the linear term. In 
such a case, there will be a region of small 
n in which the n-squared algorithm will be 
less complex than the linear algorithm. 
Eventually, of course, the n 2 term will 
dominate as n grows large . 

For EPLD logic minimization, which 
uses n-squared algorithms, we should try 
to "prune" n-that is, keep it as small as 
possible. When we optimized Salsa, we 
used the profiler to identify potential n
squared tasks and tried to modify the 
program to keep n from growing quickly. 
For example, when reading an expression 
into the program, we can apply the ab
sorption theorem of Boolean algebra (A + 
A'1 B = A) on on each product term as it 
appears. Although using the theorem in
troduces a new processing step, this tech
nique is much faster in most cases d1an one 
big absorption of the entire expression 
after it is input to the program . Because 
the expression is subsequently expanded to 
prime implicants, this initial pruning has 
no effect on the eventual output of the 
program. 

• ORDER OF EXPANSION 

Another opportunity for speed im
provement through pruning comes from 
the order in which product terms are ex
panded into prime implicants. We found 
that certain prime implicants had a good 
chance of absorbing other implicants and 
thereby reducing the complexity of the 
expression; others had a lower probability. 
Furthermore, some implicants were more 
likely to generate many prime implicants 
than were others. Because each new prime 
implicant must be checked for absorption 
with the partially generated set, it is obvi
ously to our advantage to expand the ex-

pressions in the order that causes our 
prime implicant set to grow most slowly. 

The criterion we chose for our order of 
expansion was the degree of "unateness" 
(Brayton, 1984). Unateness relates to how 
often a given literal (variable) appears in 
both its complemented and uncomple
mented forms in a particular expression. 
Such occurrence of a literal is directly 
related to the likelihood of eliminating 
redundant implicants. If a literal is "very 
unate" it appears mostly either in its com
plemented or uncomplemented form. 1} 
literal that appears about equally in both 
its complemented and uncomplemented 
forms is "not very unate. " 

The actual expansion algorithm we 
chose produced few prime implicants in 
the early stages of its expansion if it ex
panded terms containing the most unate 
variables first. Thus we have another way 
of keeping n small-at least during the 
initial phases of the expansion. 

• DE MORGAN'S INVERSION 

Next, we optimized execution of De 
Morgan's inversion algorithm . Salsa's ba
sic minimization algorithms do not always 
use logical inversion. Sometimes, howev
er, the minimized, complemented form of 
an equation has fewer product terms than 
the uncomplemented form. Salsa first 
minimizes the expression passed to it and 
then determines if the minimization of the 
expression is likely to benefit from inver
sion. If so, the expression is inverted and 
minimized and the results of the two 
minimizations (inverted and noninverted) 
are compared. Unless the user requests 
otherwise, the form with the fewer prod
uct terms is retained. 

Logical inversion may be very expensive 
(for example, see the discussion of Espres
so's "Achilles' heel function" on pp . 130 
and 173 of Brayton, 1984). We want to 
avoid doing inversion whenever we think 
it will not improve the results. When we 
do invert an equation, we want it to 
complete quickly or give up when it seems 
that the expression is starting to get very 
large. To do so, we developed two propri
etary heuristics that allow Salsa to decide 
when to avoid and when to abandon an 
inversion attempt. We also found pruning 
useful in keeping the inverted form of the 
expression as small as possible during the 
inversion process. 

The heuristics were verified by a de
tailed analysis of our regression test data
base. It is , however, theoretically possible 
for the inversion process to contain a steep 
"hump," or local maximum, in the prod
uct term count. In such cases, the product 
term count would grow for a time during 
inversion but would eventually shrink to 
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A' * B * C + A"* B * D + Ar * C * 0 1 

[ A ] 

A'.* C * D' 10 ( A * B * C +A'* B * D )' 
= A' * C * O' * (A + B' + C' ) * (A + B' + D' ) 
=: A' * B' 1' C * D' * (A + .a:_ + D' ) 
= A' * B' * C * D' 

( B ) 

A' * B * D * ( A' * B * C + A' * C * D' )' 
= A' * B * D " ( A + B' + C ) * (A + C' + D ) 
=A' * B *C' * D *(A + C' + D) 
= A'* B *C' " D 

A' * B * C * ( A' * B * D + A' * C * D' )' 
= A' * B * C * ( A + B' + D' ) * ( A + C + D ) 

. = A' * B * C * D' * (A + C + D ) 

t D) 

Figure 3. For the first expression (A), the AND-with
complement algorithm produces new implicants for the 
third implicant (8) and the second implicant (C). For the 
first implicant, however, the result is null, so that 
implicant is redundant and therefore unnecessary (0). 

contain fewer product terms than in the 
original expression. For such cases, we 
allow the user to circumvent the heuristics 
by requesting control of logical inversion 
on an equation-by-equation basis. In addi
tion , we carry on with the inversion pro
cess in cases where the noninverted form of 
the expression is too large for implementa
tion in his EPLD. In these cases, the cus
tomer has little to lose: either the inverted 
expression is worth waiting for or else the 
design doesn't fit in the target EPLD. 

• THE END GAME 

Finally, we replaced our extremely sim
ple end-game routine with a straightfor
ward routine that successively performs a 
Boolean AND of the complement of each 
prime implicant with the rest of the ex
pression-the AND-with-complement 
(A WC) algorithm. If this algorithm pro
duces a split (that is, generates a new 
implicant), the prime implicant that pro
duced the split is retained. On the other 
hand, if an implicant and the complement 
of the rest of the expression produce a null 
result, then whenever the implicant is 
true, the rest of the expression is true and 
the implicant is redundant. 

To demonstrate, Figure 3A shows an 
expression prepared for the A WC algo
rithm. Performing a logical AND of the 
last implicant with the rest of the expres
sion (Figure 3B) results in an expression 
that may be true (a new implicant). The 
A WC produces a similar result for the sec
ond implicant (Figure 3C). For the first 
implicant, however, the result is always 
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null because the terms within the paren
theses will be ANDed with their comple
ments. The first implicant is therefore 
redundant and can be thrown out. 

Our end-game algorithm is easily ex
tensible to allow some splitting should we 
encounter many expressions that are are 
close to, but not quite yet, fitting in an 
EPLD. 

• CONCLUSIONS 

The table shows the results of the same 
set of designs run under the same set of 
conditions using the optimized version of 
Salsa. In all cases, Salsa performs substan
tially faster than Espresso. Even in the case 
in which Espresso performed at its best, 
Salsa was approximately eight times fas
ter. Salsa's average elapsed time was less 
than 0.8 second per design. 

Lest these results be misinterpreted, I 
would like to restate that I feel that 
Espresso is a very fine program. It is 
optimized for large systems of Boolean 
equations encountered in VLSI designs 
rather than for the somewhat more modest 
needs of PLDs. It seems clear, however, 
that for the types of designs we are likely 
to encounter with our tools, our decision 
to retain and optimize Salsa is will address 
our customers' expectations in the area of 
logic reduction. • 
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Semicustom Circuits 

Dick Jacobs is looking for 
business partners. · 

I n his years with Motorola ASICs, Dick 
Jacobs has seen thousands of successful 

designs. He manages Motorola's North 
American ASIC Design Centers-9 of our 
17 centers worldwide. But hes not looking 
to sell parts, hes looking for business part
ners. Dick doesn't believe in quick fixes 
and he doesn't believe that his respon
sibilities end with delivery or begin with 
an order. Its an attitude he shares with 
everyone at Motorola's ASIC division. 

'At Motorola we offer a multitude of 
different solutions because every customer 
has different needs. Some companies offer 
just one technology, or a very limited range. 

'We don't build parts, we build oppor
tunities. We have so many different solu
tions and technologies that we can't afford 
a whadda-ya-need attitude. We establish a 
relationship with our customers where we 
understand their requirements and 
capabilities and match them with our own. 
That way, a customer can take advantage 
of the latest advances without missing the 
boat on production cycles or getting locked 
into a partnership that can't do everything 
they need." 

"Its the difference behveen a 
product that perfonns on 

paper and one that perfonns 
in the marketplace. " 

Dick has been with Motorola for 28 
years. In that time he's developed a philos
ophy that reflects our entire ASIC pro
gram. 'We're supplying a foundation that 
allows our customers to produce an end 
product which comes out competitive and 
stays that way through several generations. 
We get the design cycle working for them, 
so their products don't fizzle as soon as 
newer parts come out. Its the difference 
between a product that performs on paper 
and one that performs in the marketplace. 

It takes technology. 
A philosophy like Motorola's requires 

technology to back it up. Motorola gives 
you experience and superior capability in 
every major semiconductor technology. 
Plus you get the ongoing R & D muscle of a 
multi-billion dollar semiconductor manu
facturer. So as your business evolves, we'll 
stay right beside you, making sure you've 
got the technological edge to stay in the 
winners circle. 

High-speed ECL leadership. 
For three generations Motorola has 

remained the undisputed leader in high
performance bipolar array technology. 
Our latest, third generation ECL arrays 
continue the tradition. The MCAIII series 
features 100 picosecond speeds, a wide 
range of speed-power programmability, 
and over 95 percent utilization on chips 
optimized for total system performance. 

Tape Automated Bonding (TAB), com
bined with our 10,000 gate ECL array, 
provides 2561/0s, frequency capability 
exceeding 1000 MHz, and a die measuring 
only 385 mils per side. 

Triple layer metal routing improves utilization to 
over 75 % on sea of cells architecture. 

High-density CMOS arrays. 
Because high gate counts by themselves 

aren't enough, Motorola uses intelligence 
to increase usable densities. Innovative, 
high technology solutions, like our three
layer-metal routing and power distribution, 
achieve high utility on smaller die sizes, 
with vastly improved performance. Over 
75 percent utilization is possible while 
maintaining extremely small die sizes 
(486 mils a side for 105,000 gates; over 
8,000 gates in less than 180 mils per side). 
Performance is increased too, with 250 
picosecond typical gate delays (Fan Out= 1). 

Innovative, intelligent solutions that 
deliver high gate counts with design effi
cient utilization, smaller die sizes, and 
higher performance-its at Motorola, of 
course. 

Advanced design automation. 
One of our advanced design tools, our 

library of Silicon Compiler Modules, frees 
your ASIC designer to create customized 
cells that meet exact system specifications 
without compromise. With them you can 
set the parameters and mold the architec
ture of memory cells, timers, state machine 
functions, and a portfolio of data path 
elements. 

The result is shortened design time, 
error-free cell layouts, and improved sil
icon efficiency. By simplifying the develop
ment tasks while maintaining flexibility 
and improving accuracy, your designers 
are freed from unproductive chores that 
shackle imagination. 

One-on-one design-in help. 
If you'd like more information about any 

of Motorola's advanced ASIC capabilities, 
talk to Dick, or one of his partners. 

1-800-521-6274 
Call toll-free any weekday, 8:00 a.m. to 

4:30 p.m., M.S.T. If the call can't answer 
your questions, we'll l A l...1. 
have a local ASIC V ~re 
specialist contact ~~ur 
you. For published • • 
data on Motorola ~ n-In 
ASICs, just complete be Ill 
and return the • 
coupon below. 

® MOTOROLA 

r--------------------------, I To: Motorola Semiconductor Products, Inc. I . 
P. 0. Box 20912, Phoenix, AZ 85036 

I Please send me more information on Motorola's ASIC capabilities. I 
I 364VLS !070088 I 
I Name I 
I Tilk I 
I Company I 
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I Address I 
I City State Zip I 
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clear consensus is developing among the engineers who are designing 

state-of-the-art digital electronic systems: whatever doesn't get simulat

ed usually doesn't work. This rule has been known to designers of complex ICs for over 

a decade and is now being painfully learned by system designers as their printed HARDWARE 

circuit boards become as complex, unobservable, and immutable as the ICs they 

contain. Fortunately, the industry has finally developed simulation environ

ments that meet the system designers' needs. These include major improve

ments in workstation performance, simulation algorithms, integration of tools, 

human interfaces, .special-purpose hardware, and simulation m0del libraries. 

MODELERS 

MAY BE THE 

IN·CIRCUIT 

EMULATORS 

One of the key advances in system simulation was the introduction of OF THE 1990s 

hardware modeling in 1984. Before hardware modeling, accurate, full-function simulation 

models weren't available for most complex devices, which made it impossible to fully simulate 

systems containing these devices. However, access to today's hardware modelers can guarantee 

an engineer accurate simulation models of complex devices on demand-as long as the devices 

are available. To model a new device the engineer simply plugs a physical "reference element" 

into the modeler. 
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REDUCES TIME TO 
CREATE MODELS 

TOOULIBRARY 
DEVELOPMENT 

DESIGN 

VERIFIES SYSTEM
LEVEL DESIGN 

VERIFIES 
AS I Cs 

SIMULATE 
ASIC AND SYSTEM 

REDUCES 
PROTOTYPE 
ITERATIONS 

PROTOTYPE ASIC ---------1---. VERIFY ASIC 

FACILITATES 
TEST VECTOR 
GENERATION 

PROTOTYPE BOARD 

VERIFY BOARD ---...-i ..... - .. 
TO MANUFACTURING 

Figure 1. In addition to modeling standard devices and existing ASICs, first-generation hardware modelers allow the design 
engineer to run real diagnostic programs under simulation, verifying the operation of the entire system working together. 
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Figure 2. A composite hardware modeler would allow a large number of reference elements to be used simultaneously. When an 
event occurs on a modeled device, the simulator would call the modeler to perform an evaluation one model at a time. 

The number of complex de
vices that are available to the 
system designer is increasing 
exponentially as new tools 
bring IC design into the reach 
of more engineers. Ten years 
ago there were only a few stan
dard devices for which hard
ware modeling was appropri 
ate; today there are hundreds. 
When ASICs are included, the 
system designer is buried in 
devices for which no other 
modeling method is appro
priate. 

However, hardware model
ing is a relatively new technol
ogy that is not widely under
stood . In particular, there has 
been no comprehensive exposi-
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tion of the key hardware mod
eling attributes that differenti
ate current products. Al
though U .S. patents 4,590,-
581 and 4,635 ,218 describe 
the fundamentals of early 
hardware modeling technol
ogy, there have been few pa
pers published on the topic. 
(The papers that have been 
published are listed in the bib
liography at the end of this 
article .) 

This article describes cur
rent hardware modeling tech
nology and how it relates to 
other modeling techniques, 
testers, and in-circuit emula
tors. It describes their use and 
lists key modeler attributes for 

evaluating current products. 

•TYPES OF SIMULATION 
MODELS 

Simulation models can be 
divided into three major 
classes: behavioral, structural, 
and hardware models. Behav
ioral models represent device 
behavior using code written in 
an algorithmic language such 
as C. They are compiled and 
linked with the simulator and 
run on a general-purpose com
puter. Structural models come 
in many varieties, including 
functional, gate-level, and 
switch-level. Basically, a 
structural model mimics the 
actual internal structure of a 

device and is usually a by
product of the design. Hard
ware models couple an actual 
known-good physical device 
(called a "reference element") 
with the simulator. Events on 
the device's input pins drive 
the reference element, and the 
functional response of this ele
ment is sampled and returned 
to the simulator, with output 
timing inferred from a table in 
a simple text file called a "soft
ware shell." The shell also 
specifies pin names, pin types, 
output delays, and other infor
mation normally found on the 
device data sheet. 

Any of these model types 
can be either full-function or 
reduced-function. Full-func
tion models correctly mimic 
the full logical behavior of a 
real device for any legally 
timed input stimuli. Reduced
function models mimic only 
parts of the logical behavior 
range of a device, producing 
unknown or incorrect results 
in response to certain legally
timed input stimuli. Behav
ioral models are usually re
duced-function except for sim
ple devices; for more complex 
devices, the amount of the re
duction in function is variable 
and not necessarily specified. 
Structural models are usually 
full-function. Theoretically, 
hardware models are full-func
tion by definition, although 
some current products fall 
short of this ideal (for instance, 
some modelers are unable to 
measure the high-impedance 
state of three-state output 
pins). 

Behavioral, structural, and 
hardware models are comple
mentary; they excel in differ
ent applications, and they can 
generally be used together in a 
single simulation. Behavioral 
models are most appropriate 
for low- and medium-com
plexi ty devices and for re
duced-function models used 
for coarse design verification 
early in the design cycle. 
Structural models are most ap
propriate for very simple de
vices or for complex devices 
before first silicon. Hardware 
models are ideal for full-func
tion models of medium- and 

J U L Y 1988 



------E 
ASIC 



WITH VLSrs ASIC IDOLS, YOU CAN 
VLSI Technology's software is the fastest, 

surest way to create successful ASIC chips. 
Our tools accelerate each and every step of 

the design process. 
And our years of experience insure the 

success of your finished ASIC chip. 
EVERYTHING'S FASTER WHEN YOU 

HAVE AN ASSISTANT. 
Our Design Assistant™ tool partitions your 

chip and estimates chip size, power consump--



BIDW RIGHT BY lHE COMPE I I I ION. 
tion, and packaging possibilities. In short, it tells 
you the best silicon solution to your problem. 

Simply enter your design in block dia
grams and global interconnect forms. Design 
Assistant shows you ways to implement it. 

Gate array, standard cell or cell-based. 
You can run dozens of"what if' configura

tions in a few hours. In no time, you'll have 
the crucial information you used to wait for
ever for vendors to supply. 



STREAMLINED DESIGN, 
COMPLIMENTS OF OUR COMPILERS. 

Our logic and memory compilers create 
multipliers, PLAs, or super fast SRAM 
memory blocks as fast as 8ns. 

Ad ' 1 f" " n weve got a coup e o expert com-
pilers for cell-based or gate array designs that 
think exactly the way you do. 

When you design a datapath, you think 
of it as a linear schematic, right? 

Well, our Datapath Compiler just happens 
to use schematics as input. Complex multi-bit 
datapaths practically pop right out of it. 

When you design state machine and other 
logic blocks, you think in terms of equations. 
Our State Machine Compiler does, too. 

And it even optimizes your equations. 
GET IT 1DGETHER. FAST. 

Ready to place and route your cell-based 
design? Just call up our Chip Compiler. 

It provides floor-planning and auto-routing. 
It works with our compilers and standard cell 
libraries to produce an optimized layout. 

It even pours standard cells into the gaps 

between blocks to make sure you use the 
minimum chip area required. 

How fast does it work? Glad you asked. 
A company came to us with a layout that 

took them three months. We did it in two days. 
10BEFAST, 

YOU HAVE 10 BE FLEXIBLE. 
Only our Portable Library lets you choose 

gate array or cell-based, 1.5µ or 2µ, after you've 
completed your logic design. 

It can allow you to do that because your 
library always remains stable. No matter what 
process you use. 

Process obsolescence is now obsolete. 
IF YOU NEED 10 GET THERE FAST, 

TAKE THE EXPRESS. 
You can buy VLSI's tools in six configura

tions. From our quick, easy-to-use Logic 
Express™ to the powerful Design Express~ 

If you'd like to find out how quickly you 
can design successful ASIC chips, give us a 
call at (800) 872-67 53. 

Because when you're driving to market this 
fast, it's good to have insurance. 

CONCEPT EXPRESS™: DESIGN EXPRESS™: SILICON EXPRESS™: 

The Concept Express Design Systems 
highly productive logic tools and 
silicon compilers were used to develop 
this very-large-scale ASIC. It incorpor
ates a 2901 datapath, RAM, ROM, 
and over 3,400 
gates of 
random 1 

logic. 

This highly-integrated design combines 
control logic, a register file, a refresh 
counter, and five peripheral chips onto 
a die size of 275 x 315 mils. The logic 
design, layout, and verification were 
completed in 
only 12 
weeks. 

This design integrates all the peripheral 
chips for an AT computer with six 
megacells and control logic. Using the 
Silicon Express Design System, logic 
and physical designs like these can be 
implemented in 
under two 
man 
months. 

VLSI TECHNOLOGY, INC. 



high-complexity devices after 
first silicon, particularly ASICs. 

• HARDWARE MODELS 
VS. BEHAVIORAL 
MODELS 

The primary strength of 
hardware . models is that they 
are readily available. Typical 
vendor libraries contain hun
dreds of full-function hardware 
models of complex standard 
devices . In addition, the user 
can create a new hardware 
model in a few days. In con
trast, very few full-function 
behavioral models are actually 
available for complex devices. 
Ten years ago a full-function 
behavioral model of the most 
complex microprocessor could 
be developed in less than a 
man-year; today, a full-func
tion behavioral model for a 
modern microprocessor re
quires 10 to 20 man-years and 
amounts to between 100, 000 
and 200,000 lines of code. 
Clearly , tools for conceiving 
and implementing advanced 
devices have far outpaced tools 
for formally describing their 
behavior. 

Full-function hardware 
models can be available as soon 
as silicon operates. Since hard
ware modelers use the refer
ence element only for their 
logical functions (timing is de
rived from a table), the models 
can even use preproduction 
silicon. The early silicon does 
not need to run at full speed , 
because the hardware modeler 
will return correct results as 
long as the device functions 
logically. 

Complex devices by defini
tion have a large number of 
behaviors, and they often have 
undocumented or poorly docu
mented behaviors that must be 
deliberately coded to create a 
behavioral model. In particu
lar , full-function models for 
use in fault simulation must 
produce correct responses even 
for "nonsense" stimuli that re
sult from faults elsewhere in 
the system. Coding a behav
ioral model to correctly re
spond to all nonsense stimuli 
in fault simulation is so diffi
cult that behavioral models are 
usually called "full-function" 
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even when they don't have that 
capability. The problem is 
compounded by the need for 
behavioral models to work 
with multiple platforms and 
simulators. 

Another advantage of hard
ware models is that they al
ways produce correct results, 
given that the hardware mod
eler functions properly and the 
reference element is good.In
deed, a hardware model is in
herently more accurate than 
the device manuals and data 
sheets and can be used to cross
check them. 

In contrast, it 's difficult to 
verify the accuracy of behavior
al models . A full-function be
havioral model of a complex 
device is comparable in size to 
a small operating system. To 
find the bugs in such a pro
gram, test vectors must be de
veloped that stress all the de
vice's behaviors-manufactur
ing test vectors are not suffi
cient. In addition, some device 
manufacturers do not make 
manufacturing test vectors 
available, since they can reveal 
proprietary technology. 

•HARDWARE 
MODELING MODES 

First-generation hardware 
modelers are currently being 
used in several distinct modes 
(Figure 1). Their primary 
mode of use is modeling stan
dard devices and existing ASICs 
during system simulation. 
Since hardware models are nor
mally full-function, the design 
engineer using them can run 
real diagnostic programs under 
simulation, verifying the oper
ation of the entire system. The 
simulator can do better verifi
cation than a prototype, be
cause the simulation is easier 
to stimulate and observe, and 
it allows analysis of worst-case 
timing. 

Entire existing subsystems 
such as PC boards can be used 
as reference elements in a hard
ware modeler. For example, a 
design engineer could simulate 
the design of a new personal 
computer CPU board that oper
ates with an existing graphics 
controller board without need
ing schematics and detailed 

specifications of the controller. 
As the performance of work

stations increases, system sim
ulation using hardware model
ing is becoming the preferred 
~ool for debugging embedded 
software and microcode. Be
fore hardware modeling made 
full-function models of com
plex devices widely available, 
engineers counted on using the 
prototype for software debug
ging. But embedded software 
is often inaccessible, and 
changing it can affect the hard
ware design. Today, a high
performance simulator and a 
hardware modeler can be used 
together to verify thousands of 
executed instructions before 
the first system is fabricated. 

Hardware modelers also are 
used to examine the behavior 
of existing standard devices 
and ASICs for which specifica
tions are inadequate or even 
inaccurate. In this mode, the 
design engineer uses the device 
in question as a reference ele
ment, stimulating and observ
ing it with the simulator's nor
mal user interface. 

For the ASIC designer, hard
ware modelers can fill a critical 
need. An important step in the 
design of a complex new ASIC 
is verification of its design in 
the context of its embedding 
system. According to both 
ASIC vendors and customers, 
approximately 50% of the 
ASICs that are designed and 
verified in isolation do not op
erate properly within the sys
tem. The problem is that an 
ASIC generally has complex in
teractions with its environ
ment, some of which fail to be 
considered during the design 
process. However, hardware 
modelers give the design engi
neer access to full-function 
models of all the complex de
vices in the embedding system 
and enable simulation of the 
entire system before ASIC 
fabrication. 

The ASIC design engineer is 
also interested in the function
al verification of prototype 
ASICs. In this mode, the engi
neer simply uses the prototype 
ASIC as the reference element in 
a hardware modeler in place of 
the earlier gate-level model 

and runs the same simulation 
test cases that were run during 
the design phase. Normally, 
the system simulation runs 
much faster when a hardware 
model replaces a gate-level 
model. Tests can be altered or 
added interactively through 
the simulator's normal user in
terface, and test failures can be 
diagnosed like design prob
lems. The engineer doesn't 
need to create or diagnose test 
vectors. 

• HARDWARE 
MODELING THEORY 

Let's now consider hardware 
modeling theory in the context 
of a hypothetical system com
bining various features of cur
rently available hardware mod
eling products. No existing 
product incorporates all the tech
nology discussed here. 

Our composite hardware 
modeler allows many reference 
elements to be used simulta
neously, each mounted on a 
simple passive adapter board 
and connected to a set of active 
pin electronics (Figure 2). If 
the system being designed 
contains several different types 
of complex devices, reference 
elements for all types must be 
mounted in the hardware 
modeler before simulation be
gins. When an event occurs on 
an input of a hardware-mod
eled device instance in the sim
ulated design, the simulator 
calls the hardware modeler to 
perform an evaluation, which 
occurs one model at a time in 

. response to simulator requests. 
To a first approximation, 

evaluation of a hardware model 
in response to an event on an 
input proceeds as follows: 

The modeler forces the ref
erence element to the internal 
state that the device instance 
had prior to the current event, 
presents the event on the ap
propriate pin, samples all out
puts of the reference element 
after the device has settled, 
and finally returns any changes 
to the simulator with schedul
ing delays attached. 

The scheduling delay for 
each output event is inferred 
from a look-up table in the 
software shell. 
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50,000 Gates 
At 0.7 Nanoseconds. 

Toshiba's process technology has 
made us the world's leading supplier of 
CMOS devices. From this experience 
comes the capability to build a 50,000 
gate ASIC. 

available in 5 base arrays with usable gates 
from 15,000 to 50,000. 

This new family is compatible 
with Toshiba's existing channelled array 

And 
from Toshiba's 
manufactur--
1ng capa-
bilities comes 
the volume 
production to 
meet your 
smallest or 
greatest needs. 

TOSHIBA. THE POWER IN GATE ARRAYS. 
families, using 
compatible 
macrocell 
libraries 
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3MICRON ZMICRON 1.SMICRON GATES 
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ARRAY ARRAY 

SERIES TC15G TC17G 
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and CAD 
software. 
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These 
new Toshiba 
"Sea of Gates" All Si-Gate CMOS double layer metal. Compacted Array is a trademark of LSI Logic Corporation. 

are working 
on advanced 
products - or 
working to 
advance exist ... 
ing products, 
talk to Toshiba 

Compacted Arrays™ provide high packing 
density for more effective silicon utiliza ... 
tion and ultra--high speed. And they are 

at one of our conveniently located 
Design Centers. We're leading the way. 
Toshiba. The power in gate arrays. 
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Now add custom--built memory to 
your standard cell designs. Add ROM in 
various word and bit combinations up to 

for the manufacturing strength that 
means unmatched production capability. 

For complete details, call your 
16 kbits. Add RAM in word 
and bit configurations up to 
4 kbits. 

TOSHIBA. 
THE POWER IN STANDARD CELLS. 
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Figure 3. Although testers have an advantage in measuring de parametrics and high-precision timing characterization (A), 
hardware modelers permit the design engineer to easily alter the circuitry or embedded software at the simulation stage (8). 

For static devices , which 
can retain their internal state 
indefinitely without a clock, 
evaluation can be simple. As
suming that the hardware 
modeler contains one reference 
element for each device in
stance in the design, the cur
rent internal state of each de
vice instance is stored in its 
corresponding reference ele
ment. In this case, the hard
ware modeler simply skips the 
first step of the evaluation pro
cedure (forcing the state). 

However, dynamic devices 
usually cannot retain their in
ternal state between evalua
tions, because the simulator 
response time is too great. For 
such devices, the state-forcing 
step is not trivial: To a first 
approximation, the hardware 
modeler must first force the 
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device to a fixed internal state 
(for example, by resetting it) , 
then present the entire se
quence of events produced by 
the simulator from the time 
simulation began until just 
prior to the current event (we 
call this the "history se
quence"). As long as the device 
behaves deterministically , the 
history sequence will restore 
the device's internal state ex
actly. The hardware modeler 
then proceeds with the evalua
tion of the dynamic device in 
the normal way, by presenting 
one additional event and sam
pling the result. After evalua
tion, the internal state of the 
device is allowed to deteriorate 
or to be overwritten. 

We call the first mode of 
operation "private," since the 
reference elements used to 

store the device's internal 
states cannot be shared, even 
between multiple device in
stances within a single design. 
We call the second mode of 
operation "public, " since a ref
erence element used in that 
way can be shared between 
multiple instances and multi
ple users. 

An advantage of the public 
mode (see the table) is its abili
ty to support fault simulation 
by allowing concurrent evalua
tion of multiple faulty device 
instances . W hereas static de
vices can be operated in either 
the private or the public mode, 
dynamic devices can be operat
ed only in the public mode. 
However, the public mode im
poses limits on simulation 
length and evaluation speed, 
since the history sequence 

must be stored in a memory of 
finite size and presented com
pletely for each new evalua
tion . The private mode im
poses no such limits . 

• HISTORY SEQUENCE 
COMPRESSION 

The history sequence of 
public mode operation is 
stored as a sequence of patterns 
in fast memory, each pattern 
consisting of 2 bits for each 
reference element input pin. 
The 2 bits represent the state 
of the device pin's "external 
net ,'' that is , the net connected 
to the device pin in the simu
lated circuit . States of the ex
ternal net can be hard 0 , hard 
1, high impedance, or soft 1. 
To present a history sequence , 
the hardware modeler presents 
successive patterns of the se
quence at successive times to 
each input pin of the reference 
element, thus imitating the 
action of the entire simulated 
external circuit on the simulat
ed device. It presents these 
patterns synchronously with a 
variable-frequency "pattern 
clock. " 

Since the pattern memory 
can't be arbitrarily fast and 
large , the hardware modeler 
uses several methods of pattern 
sequence compression to dra
matically reduce history se
quence lengths without alter
ing the logical effect of the 
history sequence on the refer
ence element . 

The first compression meth
od is based on distinguishing 
between two fundamental de
vice input pin types. Device 
input pins are separated into 
pins that cause internal device 
st.ate to be stored (called "store 
pins") and pins that can only 
affect the value of the internal 
state stored (called "data" 
pins). Formally , a data pin is 
an input pin that , when transi
tioned at any frequency any 
number of times and then re
turned to its initial state, has 
no effect on the internal device 
state regardless of the states of 
any other inputs , assuming all 
resulting pin states and timing 
are allowed within the device 
specifications. 

From this definition , it is 
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clear that the order of data-pin 
transitions relative to each oth
er cannot affect the device's 
internal state. Therefore, in 
compressing the history se
quence, the hardware modeler 
combines all data-pin transi
tions occurring between any 
two store-pin transitions into a 
single pattern . This compres
sion still preserves the order of 
store-pin transitions relative to 
data- and other store-pin tran
sitions. Since most input pins 
tend to be data pins, a very 
large compression factor is 
achieved . 

The type of each pin must 
be declared in the software 
shell . If there is doubt about a 
particular pin , it must be de
clared as a store pin. The 
penalty of misdeclaring data 
pins as store pins is a lower 
compression fact.or , but the 
model will still deliver accu
rate results . 

The next compression is 
achieved by placing both 
store-pin and data-pin transi
tions in the same pattern. For 
some modelers , placement of 
store-pin transitions is pro
grammable, as in testers . Each 
pin electronics channel is iden
tically programmable, so that 
any pin can be programmed to 
be a store pin . Store-pin transi
tions are appropriately delayed 
relative to data to satisfy the 
reference element 's worst-case 
setup time and hold time re
quire men ts. For hardware 
modelers without this feature , 
separate patterns must be be 
used for store-pin and data-pin 
transitions, reducing the mod
eler's effective pattern capacity 
and maximum device-dock 
frequency--each by a factor of 
two. 

Further compression is 
achieved by 'allowing program
mable return-to-one and re
turn-to-zero formats for store 
pins. For devices that sample 
data on only one edge type , 
such as the 80186 micropro
cessor , both edges of a single 
store-pin pulse can therefore 
be represented in a single pat
tern. For hardware modelers 
without this feature , the ca
pacity and frequency are again 
reduced by factors of two. 
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The number of patterns that 
can be stored for presentation 
to reference elements is not 
relevant for the private mode, 
but for the public mode it lim
its the total duration of the 
simulation (in simulated time) 
that can be supported by the 
hardware modeler. 

• PATTERN CAPACITY 

History sequences will grow 
as the simulated time ad
vances. However, with the use 
of the compression techniques 
discussed above, growth is 
limited to a single pattern for 
each store-pin transition .For 
example, a history sequence 
for the 68020 microprocessor 
would grow by one pattern for 
each simulated clock pin tran
sition, or about 10 patterns per 
simulated microprocessor in
struction. Simulation of 
10,000 microprocessor in
structions would require about 
100,000 patterns, each con
taining 32 bytes, for a total of 
3.2M bytes. 

Each instance of a public 
device in each simulated de
sign requires its own history 
sequence. Consequently, if 
two users were simultaneously 
sharing a hardware model of 
the 68020, 6.4M bytes would 
be required to store both histo
ry sequences. 

The growth rates for history 
sequences depend on the num
ber of store pins that are transi
tioning and the frequency of 
the transitions in simulated 
time. Therefore, even for a sin
gle device instance in a single 
design, the history sequence 
may grow at different rates 
from simulation to simulation. 
In fact, history sequence 
growth rates vary greatly from 
device type to device type and 
from design to design . 

Note that our composite 
modeler allows a large number 
of reference elements to be 
mounted simultaneously, but 
they are not used simulta
neously. Therefore, the com
posite modeler contains a sin
gle large pattern memory that 
can be used to contain history 
sequences for any of the refer
ence elements . One long simu
lation can use the entire mem-

ory, or multiple device in
stances or multiple users can 
share the memory . The pattern 
memory is dynamically allo
cated in response to requests 
from all the simulators . 

• HARDWARE MODEL 
EVALUATION TIMES 

Private-mode evaluation of 
a hardware model consists of 
presenting a single pattern 
containing the new input 
event, sampling the outputs, 
and returning the changes to
gether with scheduling delays. 
Because only a single pattern is 
presented for each evaluation, 
the evaluation time is extreme
ly short and does not increase 
as the simulation progresses. 
In fact, the overhead of com
municating with the simulator 
is always much larger than the 
actual evaluation time for a 
private device. 

The evaluation time for a 
public device is proportional 
to the length of the history 
sequence and is greater than 
that for a private device by the 
amount of time required to 
present the sequence. 

For the 68020 example, 
after simulating 10,000 in
structions, the history se
quence would be about 100,-
000 patterns. If we assume a 
pattern frequency of 16 MHz, 
the next evaluation would re
quire 6. 25 ms, plus the nor
mal overhead of a private-de
vice evaluation and communi
cation with the simulator. 
However, a single evaluation 
can create multiple output 
events, and the total evalua
tion time is small compared 
with the time required by 
most software-based simula
tors to simulate the circuitry 
surrounding the hardware 
model in preparing the next 
event for presentation to the 
hardware model. 

The use of archive memory 
for storing history sequences 
can have a much more dramat
ic effect on evaluation time. 
All hardware modelers store 
the current history sequence in 
a high-bandwidth memory so 
that pattern rates keep the dy
namic devices refreshed. Be
cause fast pattern memory is 

expensive, some hardware 
modelers use either disk or 
slow RAM as an archive for all 
but the current his~ory se
quence. Unfortunately, before 
each evaluation the current 
history sequence must be 
transferred from archive mem
ory to fast memory, increasing 
the evaluation time. 

Again consider the 68020 
example using a hardware 
modeler with an archive pat
tern memory having a transfer 
rate of 2 MB/s. After simulat
ing 10,000 instructions, the 
history sequence consists of 
3.2 MB, and the transfer time 
is 1.6 seconds--Dr 256 titnes 
longer than a modeler that 
doesn't use archive memory. 

Finally, in computing the 
evaluation time for a hardware 
model of a public device, it is 
necessary to use the effective 
pattern rate. Modern complex 
devices require very wide pat
terns. For example, the 68020 
requires patterns that are 128 
pins wide. Most hardware 
modelers "fold" wide patterns 
to fit them in a narrow pattern 
presentation memory , reduc
ing the effective pattern pre
sentation rate for wide devices. 
A hardware modeler having a 
16M-pattern/s memory 64 pins 
( 128 bits) wide would have an 
effective pattern presentation 
rate for the 68000 of 16M pat
terns/s, but the effective pat
tern presentation rate for the 
68020 would be halved . 

This reduction in pattern 
rate due to folding wide pat
terns is tied to a reduction of 
the maximum attainable de
vice clock frequency, which in 
the case above would be 8 MHz 
for the 68000 and 4 MHz for 
the 68020. 

• SAMPLING THE 
OUTPUTS 

After forcing the reference 
element to the desired internal 
device state and presenting a 
stimulus event, the hardware 
modeler waits for the reference 
element to settle and samples 
all outputs simultaneously . It 
returns any observed transi
tions to the simulator, with 
scheduling delays attached . 

Each input event causes a 
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Figure 4. In-circuit emulators are used to debug system hardware and software after 
fabrication of a prototype system (A), but hardware modelers can be used for 
debugging in the simulation stage, before construction of a system prototype (8). 

separate evaluation to occur, 
and after each evaluation the 
hardware modeler returns at 
most one output transition per 
output pin. The transition re
turned, if any, is the transition 
that exists after the device set
tles; pulses and glitches are 
lost . To be suitable for hard
ware modeling, then, a device 
must produce at most one sig
nificant t ransition on each out
put in response to a single in
put transition. This restriction 
is normally not a problem, un
less the device has an internal 
oscillator or pulse generator. 

Much of the utility of a TTL 

system simulation is lost if the 
high-impedance (Z) state is not 
simulated correctly. Therefore 
most hardware modelers di
rectly measure three states of 
each output pin (0, 1, and Z) 

and return the measured result 
to the simulator. .Hardware 
modelers that cannot directly 
measure the Z state of output 
pins depend on the hardware 
model's associated software 
sheli to predict whether each 
pin is a z and to overlay that 
information on the measure
ment taken by the hardware 
modeler. In order to do this 
prediction, much of the inter
nal device state needs to be 
known to the software shell. 
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Obviously, coding such a shell 
is exceptionally difficult and is 
generally not practical for the 
user creating his own model. 

• DEVICE 
INITIALIZATION 

Before a history sequence is 
presented to a public device, 
the device must be initialized 
to a known internal state. If 
some unknown internal state 
remains when the history se
quence starts, it could cause 
unpredictable errors. In fact, 
different evaluations at differ
ent times within a single simu
lation run will be potentially 
inconsistent. 

Many devices can be forced 
to a known internal state by 
activating a reset pin or pre
senting some other simple se
quence of patterns to the de
vice. However, some devices 
have internal states that cannot 
be initialized in this way. Usu
ally, such states are part of 
free-running counters. For ex
ample, the counter which pro
duces the E signal of the 
MC68010 cannot be directly 
reset. 

An initialization technique 
used by testers is applicable 
and used by several hardware 
modelers: the hardware model
er simply loops, presenting a 

specified sequence of patterns 
until it senses a specified feed
back condition from the refer
ence element. For the 68010, 
such a loop would toggle the 
clock pin repeatedly until the E 

signal t ransitioned to a 1. At 
that poi'nt the state of the E 

counter would be known . 
Less sophisticated hardware 

modelers require the user to 
design custom logic and to in
stall it on the device adapter 
with the reference element. 
Obviously, this initialization 
method can be a problem for 
the user creating a hardware 
model. 

Some dynamic devices con
tain a substrate bias generator 
that requi res a clock in order to 
function properly. Initializa
tion times for such bias gener
ators are very long. The com
posite hardware modeler 
includes a "keep-alive clock" 
to keep the substrate bias gen
erator running even when pat
terns are not running, so that 
the device will operate as soon 
as the next evaluation begins. 

Hardware modelers funda
mentally depend on complete 
device initialization, in the 
sense defined above, and on 
determinate logical behavior 
for all legally timed input 
stimuli. Fortunately, testers 
depend on the same attributes, 
so that any device that can be 
tested can also be modeled in a 
hardware modeler. 

• COMPARISON WITH 
TESTERS AND IN
CIRCUIT EMULATORS 

Figure 3 illustrates the key 
difference between hardware 
modelers and testers: the mod
eler is coupled with the simu
lator so that the hardware 
models appear to be embedded 
in the simulated design. In
deed, the device outputs sam
pled by the hardware modeler 
are fed back into the simulated 
design and are used by the 
simulator to compute future 
device inputs. The design en
gineer can change this feed
back loop by altering the cir
cuitry or embedded software in 
the simulated design. Some 
simulators allow this alteration 
to be done interactively. The 

design engineer can use all of 
the simulator user interface for 
stimulating and observing the 
hardware model and diagnos
ing problems he finds in its 
interaction with the rest of the 
system. He never needs to see 
test vectors. 

On the other hand, testers 
are designed to handle device 
characterization and device 
screening based on precise 
timing measurement. Al
though hardware modelers can 
be used for basic functional 
testing, they do not support de 
parametric measurements or 
high-precision timing char
acterization. 

Figure 4 compares hardware 
modelers with in-circuit emu
lators. In-circuit emulators are 
used to debug system hard
ware and software after fabrica
tion of a prototype system. 
Emulators are available only 
for microprocessors . For mod
ern microprocessors, they are 
expensive and time-consuming 
to develop ($2 million to $3 
million, and one to two years). 
Because they monitor and in
terpret microprocessor inputs 
and outputs, designing them 
requires detailed knowledge of 
the microprocessor's structure 
and operation. In-circuit emu
lators are confused by internal 
pipelining. They may not run 
at maximum device speeds. 
(An in-circuit emulator must 
run at the clock speed of the 
target system, whereas the 
clock speed of a reference ele
ment in a hardware modeler is 
independent of the system 
clock speed.) Because of these 
problems, the design engineer 
may find that the appropriate 
in-circuit emulator is not 
available or not reliable when 
the prototype system is being 
debugged. These problems are 
getting worse with time, 
owing to the increasing com
plexity and performance of 
microprocessors. 

On the other hand, hard
ware modelers are generic . A 
user himself can prepare a 
hardware model for a new de
vice cheaply and quickly with
out detailed knowledge of the 
device's operation (although he 

Continued on page 98 
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• 

Survey of Sem iconductor 

FOUNDRIES 

I conducting this 

VLSI SYSTEMS DESIGN STAFF 

year's survey of semiconductor 

foundries, in addition to our usual questions we asked the 

companies involved about the types of military qualification 

they were prepared to do. We thought the question perti

nent because military programs are one of the prime users of 

foundries, particularly for application-specific ICs, and mili

tary contractors, with their specialized circuits and small 

production runs, depend on qualified foundries. 

The answers indicate that al
though the majority of foundries 
do 883-C and 38510 testing, only 
three--General Electric, Marconi, 
Sprague , and Supertex (see the col
umn "Military Certification and 
Qualification Services")-men
tion the new Defense Electronic 
Supply Center (DESC; Dayton, 
Ohio) certification, which covers 
the generic qualification of ASIC 
lines (Mattson, Howland, and Bu
chanan , 1987). In checking, how
ever, we found that a growing 
number of ASIC-oriented foundries 
that do military circuits were 
aware of the generic approach to 
ASIC qualification and many are in 
the process of obtaining such 
certification. 

Generic qualification is being 
promoted as a better way to quali
fy ASICs, like gate arrays, for the 

military and perhaps the only way 
to provide qualification for next
generation VHSIC devices . As ex
plained by Russ Pate, a staff engi
neer at Harris Semiconductor, one 
of the companies undergoing cer
tification, the goal is to eliminate 
the waste in time and money of 
getting each and every ASIC vari
ation on the military's QPL (Quali
fied Parts List). 

Instead of relying on testing 
after the part is made, the design 
and manufacturing process is 
qualified beforehand on a generic 
basis, so that any part that comes 
from the ASIC line can be assumed 
to be qualified. According to Pate , 
the parts of an ASIC line that might 
be generically qualified would be: 

• The design system 
• Cell libraries 
• Wafer fabrication 

• Process flow control 
• Packaging 
Pate pointed out that the /600 , 

/605 and /606 "slash" sheets of 
Mil-Std-38510 have made a start 
toward generic qualification of 
gate array ASICs by treating gate 
arrays as standard families. This 
view makes the qualification pro
cess independent of the individual 
design personalizations : Instead , 
the qualification is based on stan
dard evaluation circuits and other 
"observables" by which baselines 
can be established for the basic 
gate array. 

The generic qualification ap
proach will extend beyond gate 
arrays, Pate explains. Method 
5010 of Mil-Std-883-C, which 
covers test procedures for complex 
monolithic integrated circuits ad
dresses custom and cell-based 
designs. 

Charles Messenger , generic 
qualification program manager at 
the U.S. Air Force's Rome Air 
Development Center (RADC; 
Rome, N.Y.) , is guiding the ge
neric qualification effort. One of 
his goals is to progressively broad
en the scope of generic qualifica
tion so that it will be in place in 
time for VHSIC devices. The rela
tionship between RADC and DESC 
is that RADC prepares the specifi
cation and DESC enforces it . 

42 V L S I SY ST E M S D ES I G N JULY 1988 



Daniel Fayette, an electrical en
gineer on the RADC generic quali
fication team, elaborates further 
on the team's goals: "We'd like to 
sell the semiconductor industry on 
generic qualification so that we'd 
be able to use the same lines that 
are mass-producing commercial 
circuits. 

Fayette says that the generic 
qualification was patterned after a 
similar effort initiated with Mil
Std-177 2 for hybrid circuits in 
1984. But the semiconductor 
qualification is unique in that it 
particularly includes the CAD sys
tem that prepares the circuits for 
the foundry. 

The basis for ·developing and 
maintaining quality will be an er
ror-correcting feedback loop that 
goes through the CAD tools, the 
models in the CAD library, the 
actual foundry processing, and the 
tests, Fayette says. The standard 
evaluation circuit (SEC) will be pe
riodically sent through the loop, 
and any differences between what 
the CAD tools and library models 
were supposed to produce and 
what the process did produce 
would be used for fine tuning, to 
bring the CAD steps and the pro
cess into agreement. 

Just what the SEC vehicle should 
be is still the subject of much 
debate, Fayette says. It is one of 
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the items being worked out with 
the help of the semiconductor 
companies serving as beta sites for 
the generic qualification. About 
the only consensus so far is that 
the SEC should be fairly complex 
and should include all the types of 
logic and memory circuits that 
could be found in end products 
produced by the line. For exam
ple, it ought to include sequential 
circuits that would provide base
line control of the propagation de
lays produced by the CAD and 
foundry combination. 

Three companies-General 
Electric, AT&T, and Honeywell
are helping with the effort to es
tablish generic qualification for 
VHSIC devices. They are part of the 
Industry Coordinated Working 
Group (ICWG), in which govern
ment and industry representatives 
are meeting to develop generic 
qualification criteria. 

One of the first foundries to 
receive generic qualification of an 
ASIC line is United Technologies 
Microelectronics Center (which, 
like several companies, elected not 
be included in this year's directo
ry). Ronald Hehr, manager of se
micustom products at UTMC (Col
orado Springs, Colo.), says that 
the generic qualification was for 
UTMC's 3.0-µm gate arrays and 
that similar generic qualification 

for its 1. 5-µm gate array family is 
under way. 

For the present, he says, the 
main benefit of qualification is the 
gain in credibility, but such quali
fication is worth the considerable 
expense, as it might be a necessary 
condition for serving military con
tractors in the future. However, 
judging from UTMC's reason for 
not wanting to be included in the 
directory this year-it said it 
didn't want to encourage inquiries 
that it might not be able to ser
vice-being generically qualified 
has not hurt the foundry. 

As for gallium arsenide, full 
military qualification is being 
held off, according to Sven A. 
Roosild, assistant director of the 
electronic sciences division of the 
Defense Advanced Research Pro
jects Agency (DARPA; Arlington, 
Va.), because GaAs fabrication has 
not yet settled down to standard 
processes. Nevertheless, note the 
number of GaAs foundries listed 
in the directory, which starts on 
the next page. 
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(µm) MENT SUB- CATION 

" MISSION SERVICES . 
ABB HAFO Metal-gate CMOS, 4" 1 lot of 20 $20k-$30k, PG tape 883 screening, PG tape to RCA 
11501 Rancho 5 (10) wafers mini- including (Mann 3000 38510 tested 
Bernardo Rd., mum; produc- masks, pref.) , CIF, wafers: 6-8 
San Diego, Calif. Si-gate CMOS, 3 tion volume processing, Cal ma weeks (add 
92128 (6) negotiable and prototype 2 weeks for 

packaging packaged 
Kay Baird, Si-gate CMOS/SOS, prototypes) 
Marketing 3 (8), 2 (5) 
Administrator, 
(619) 485-8200 Si-gate CMOS, 

DLM, 2 (poly , 4.5; 
metal 1, 6; metal 
2, 7) 

ADAMS RUSSELL GaAs, 0.5, 1 3" Not specified $35k-$60k, Calma cape , 883 screening, 10-12 None 
ELECTRONICS CO. (4 min.) including CIF 38510 weeks 
INC. tooling 
80 Cambridge St., 
Burlington , Mass. I 
01803 ' 

A.D. Barias , 
Director of 
Operations , 
(617) 273-3333 

ANADIGICS INC. GaAs, 0.5 3" Not specified $9.5k-$50k PG, Calma Assembly 3 weeks for None 
3 5 Technology Dr., tape; masks; testing, mask set; 8 
Box 4915, CIF including 883 weeks for 
Warren , N .J. screening wafer fab 
07060 

Michael P. 
Gagnon , 
Director, Sales and 
Marketing , 
(201) 668-5000 

CALIFORNIA HCMOS, 2, 3 4" No specific $19-$28 per Calma scream Paragraph SLM: 6 None (pro-
DEVICES INC. (metal 1: 6 pref. , production mask level per at 1,600 bpi l.2.1 of Mil- weeks std., cess com-
500 Central Ave., 5.4 min .; metal 2: requirement; wafer. or GOS/Mann Std-883-C 4.5 weeks patible 
P.O. Box 280, 7 pref., 6 min .) minimum lot Prototype or PG format at (provisions for prototype. with NCR , 
Louisville, Colo. size, 25 wafers design-check 800 bpi (pref.) use of Mil-Std- OLM: 7 VLSI Tech-
80027 Planarization; lots with quick 883 in weeks std., nology, 

nMOS, pMOS, turnaround , conjunction 5 weeks Seiko-
Richard M. custom, and unit 30% premium with compliant prototype. Epson) 
Morley, seep processing non-JAN Cycle rime 
Manager of available devices). Level stares 2 
Foundry Business Band S days after 
Unit, screening receipt of 
(303) 665-8111 available in PG tape 

wafer form and 
packaging. 

,. 

CALIFORNIA MICRO CMOS, nMOS, 4" Not specified Not specified PG, Calma 883 screening 2-4 weeks Mite I 
DEVICES bipolar, biMOS; tape; masks; upon (CMOS) 
2000 W . 14th St . , 2-5 CIF receipt of 
Tempe, Ariz. masks 
85281 and/or 

design 
Steve McGrady, submission 
Marketing 
Foundry Engineer, 
(602) 921-6527 

CALOGIC CORP. Metal-gate CMOS, 4" 200 CMOS: PG, Calma 883 screening 6-8 weeks None 
237 Whitney Pl. , linear bipolar, $150-$200. tape or masks on produc-
Fremont , Calif. OMOS; 4 (9) Bipolar: tion start; 
94539 $180-$275 6-12 weeks 

on qualifi-
Manny Del Arroz, cation 
President, 
(415) 656-2900 
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ACCEPT- MILITARY 
TECH-

~ 
REQUIRED COSTS FOR ABLE CERTIFI-

VENDOR AND NOLOGIES, ~ PRO- FABRIC- FORMATS CATION TURN- SECOND 
CONTACT FEATURE SIZE 

i:.l.( 
DUCTION ATION AND FOR AND AROUND SOURCES < 

(METAL PITCH) ~ COMMIT- SERVICES DESIGN QUALIFI- ' TIMES 
(µm) MENT SUB- CATION 

MISSION. SERVICES 
' 

" " " . 
COMMODORE SEMI- Si-gate nMOS, 5 4", 25 wafers Masks: Masks , PG None PG tape to None 
CONDUCTOR GROUP (11), 3 (9), 2.5 5" minimum $800-$1600 tape, Calma masks: 1 
950 Rittenhouse (7. 7) prototype run per level. GDS II (pref.) week. 
Rd., Prototype: Turnaround 
No"istown, Pa. Si-gate CMOS, 3 $190-$400 per time from 
19446 (9), 2 (4.5) wafer. masks-

Production: CMOS: 4 
Ben Rappaport, Si-gate CMOS, $165-$350 per weeks for 
Director of New DLM, 2 (4.5, 5.5) wafer prototypes, 
Product 6 weeks for 
Technology, production. 
(215) 666-2585 DLM 

CMOS: 5 
weeks for 
prototypes, 
7 weeks for 
production 

ECI SEMI- Metal- and Si-gate 4", No minimum $3k-$20k per Schematic 883-C-<:om- Typically 4 None 
CONDUCTOR CMOS, pMOS, 3" annual lot diagram, pliant pro- to 6 weeks; 
975 Comstock St., nMOS; 3 (6) purchase Calma tape, cessing special fast-
Santa Clara, Calif. requirement; PG cape, turnaround 
95054 Bipolar (IC and normal stare master plates, service 

discrete) increments of working places available for 
Georgene Bennett, 24 wafer lots; engineering 
Customer Service JFET discrece special lot size prototypes 
Manager, and splits 

:I (408) 727-6562 High-voltage available ' i 
CMOS or DMOS ' 
ICs on DI wafers 

EXAR INTEGRATED Metal-gate CMOS, 3", Negotiable Standard Mask (pref.); 883-C-quali- Masks to Rohm 
SYSTEMS INC. 4 4", process: $4 .2k database tape, fied PCM-tested 
2222 Qume Dr. , 5" for 10 wafers PG tape, wafers: 6 
San Jose, Calif Si-gate CMOS, 2 reticles weeks 
95131 

Bipolar (linear, 121) 
Surjit Nijjer , 
Marketing 
Manager, 
(408) 434-6400 

FORD MICRO- GaAs (MMIC and 3" 5 wafers $75k Calma tape None 13 weeks Vicesse 
ELECTRONICS INC. digital), 1.25 (6) (E/D 
10340 State I· MESFET 
Highway 83, digital 
Colorado Springs, process) 
Colo. 80918 

Charlotte Diener, 
Marketing 

I• •I 
Manager, I: ·· I (719) 528-7600 
(800) 777-FORD 

' 

GENERAL ELECTRIC Bulk CMOS, 4" 12 wafers per Depends on Schematics, DESC-certified 5 weeks for Ocher GE 
MICROELECTRONICS DLM, 1.25; bulk, run minimum tests and neclisc, PG co Mil-M- prototype locations 
CENTER base-line, and packaging tape, Calma 38510 for from PG 
3 0 2 6 Cornwallis Megarad required Stream file, 1.25- and 2- tape; 9 
Rd., GDS II µm bulk weeks for 
P.O. Box 13049, CMOS/SOS, DLM, CMOS, Classes Class B 
Research Triangle 1.25 ; baseline and Band S production ; 
Park, N.C. 27709 rad-hard screening 18 weeks 

for Class S 
Donald B. production 
Dickerman Jr. , 
Manager, 
Marketing and 
Program 
Management, 
(919) 549-3100 
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Nobody makes it denser 
45,000 gates in a CMOS channel-type gate 

For fast answers, call us at: ________ _ 
USA Tel :l -800-632-3531.TWX:910-379-6985. c: p Tel:08-732-8200.Telex:13839. 

CaC Computers and Communications 
w. Germany Tel :0211-650302. Telex :8589960. Tel :1-3946-9617 .Telex:699499. 
The Netherlands Tel :040-445-845. Telex:51923. Tel :02-6709108.Telex:315355. 



array 

i Tel :0908-691133. Telex:826791. S1ngapo Tel:4819881.Telex:39726. 
I in J Tel:3-755-9008. Telex:54561. A 1stralia Tel :03-267-6355. Telex:38343. 
Tai Tel :02-522-4192.Telex:22372. 

High integration and high speed-you get it all from 
NEC's new CMOS·5 and ·5A channeJ..type gate array 
families. Gate counts start at 2 000 and range all the 
way up to 4 5 000, the world record for density in a 
channel-type CMOS device. Gate utilization is over 
90% (µPD65450). 

Speed rivals ECL performance. Internal gate 
delays are l.Ons for a standard gate: 0.65ns for a 
power gate (F/0=3, L=3mm). 

CMOS·5 and ·5A families protect your system with 
high resistance to latchup-over IA (typ). That's 
more than enough for security in most applications. 
Other features include: 
D High drive capability: loL = 3- l 8mA. 
D 5 K·ohm pull-up resistor-incorporated buffers: 

ready for TIL bus lines. 
NEC now offers you the broadest CMOS gate array 

lineup-six families, with 3 7 masters, including the 
world's densest channel-type gate array. For more 
information, call NEC today. 

Family Master Gate Count 1/0 Pads 

µPD65025 2016 71 

032 3366 81 
044 4440 11 2 

051 5292 120 

061 6348 132 
CMOS-5 071 7500 144 

082 8748 152 

103 10800 164 
140 14256 188 
180 18144 224 

240 24000 256 
µPD65300 30600 256 

450 45012 256 
CMOS-SA 

NEC 



DIRECTORY OF SEMICONDUCTOR FOUNDRIES (continued) 

ACCEPT- MILITARY 
TECH- REQUIRED COSTS FOR ABLE CERTIFI-

VENDOR AND NOLOGIES, ~ PRO- FABRIC- FORMATS CATION TURN- SECOND 
~ 

CONTACT FEATURE SIZE ~ DUCTION ATION AND FOR AND AROUND SOURCES < (MET AL PITCH) ~ COMMIT- SERVICES DESIGN QUAtIFI- TIMES 
. <µffi> . MENT SUB- CATION 

MISSION SERVICES 

GE SOLID STATE Si-gate CMOS, 3 4", Negotiable Depends on Calma tape, M38510 Calma tape LSI Logic 
724 Route 202 , (9) 5" the application PG tape , facilities, tO design (gate 
P.O. Box 591 , netlist , classified verification arrays), 
Somerville, N.J. High-voltage Si-G schematic facilities, Mil- units: 6-8 VLSI 
08876 CMOS, 3 (9) Std-883-C weeks Technology 

screening (gate 
Bill Allen Si-gate CMOS, arrays, 
Manager, Military OLM, 2 (6, 8), 3 standard 
and Aerospace (9, 11), 1.5 (3.5) cells), 
ASIC Marketing; Siemens 
Paul Sferrazza, Rad-hard Si-G and 
Manager, CMOS/SOS, 3 ( 10), Toshiba 
Commercial ASIC 2 (10), 1. 5 (6, 8) (standard 
Marketing; cells) 
(201) 685-7460 

GIGABIT LOGIC INC., GaAs, 1 (4) 3" 4 wafers $5k for Masks, Calma MIL-STD-88 3 4 to 8 Tachnonics 
l 908 Oak Terrace minimum depletion- GOS II , ClF screening weeks for (SC5000 
Lane, mode process; format tape wafers from cell library) 
Newbury Park, $7k for masks; 2 
Calif. 91320 enhancement/ weeks for 

depletion- masks 
Tony Conoscenti, mode process; 
Product both for 4-
Marketing, wafer quantity 
(805) 499-0610 

GOULD INC. CMOS, 1.25 5" Not specified Not specified Most formats 883-C-com- Not Not 
Semiconductor are acceptable pliant specified specified 
Division, 
2300 Buckskin 
Rd. , 
Pocatello, Idaho 
83201 

Mary Ann Gentry, 
Marketing 
Manager, 
(208) 233-4690 

HARRIS CORP. Metal- and Si-gate 4", 20 wafers $300-$lk per PG tape, 385 10/883 Mask t0 Yes (not 
Semiconductor Sector, pMOS, 5 (10) 5" minimum lot wafer Calma tape , screening prorotypes: specified) 
P.O. Box 883, masks, cell available; 5 weeks 
Melbourne, Fla . Metal-gate CMOS, library netlist Classes B and 
32901 5 (10) S; JAN-

qualified 
Russ M. Pate Si-gate CMOS, rad- facility; secret 
Staff Engineer, hard , 1.2 (3.4), clearence 
Semi custom 2. 5 (8) , 2 (8) , 3 
Applications , (10), 1. 5 (8) 
(305) 729-5727 

Bif)olar (various 
analog-digital 
processes) 

HARRIS MICROWAVE Depletion-mode 2", Small-volume $8k-$18k per Calma tape, Military Two wafers None 
SEMICONDUCTOR MESFET, 1.0-0.5 3" prototype runs wafer Applicon, CIF screening with via 
1530 McCarthy accepted ; 2 through Class holes, 
Blvd. , wafers S equivalent scribing, 
Milpitas, Calif. minimum separation, 
95035 Visula in-

spection: 
James Klug, approx. 14 
Direcror, Business weeks 
and Program 
Development, 
(408) 433-2222 
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HOLT INTEGRATED Metal-gate nMOS, 4" 10 wafers Production: Masks (pref.), Mil-Std-883-C Masks to None 
CIRCUITS INC. pMOS; 5 (8) minimum $ 115-$400 per PG tape PCM-tested 
9351 Jeronimo Rd. , engineering wafer wafers: 2-4 
Irvine, Calif Si-gate nMOS, run weeks, 
92718 CMOS, OLP; 3 (8) prototype; 

4-6 weeks, 
Roger Smith, Si-gate pMOS, 3 production 
Manager, Sales, (8) 
(714) 859-8800 

Metal-gate CMOS, 
5 (8) 

HUGHES AIRCRAFT Metal-gate CMOS, 4" Typically Mask charge; GDS II tape Full 883 and From Calma None 
co. 6.8 (12) Ik-lOk wafers $1.8k-$2.8k 38510 tape to 
Semiconductor annually per layer. prototypes: 
Product!, Si-gate CMOS, 3 Prototype run: 8-12 weeks 
500 Superior Ave., (6) $9k-$15k 
Newport Beach, 

·.•' Calif 92658 Si-gate CMOS, 
' OLM, 2 (6), 7 .. ,. 

Mike Friedman, . 
Applications 
Manager, 
(714) 759-2727 

-'- . 
INTERNATIONAL CMOS, 5 ( 10); 3 4" Consult Prototyping: Applicon , None Database National 
MICROELECTRONIC (8); 2 (6); 1.2 (4) company $20k-$40k. Calma tape, tape to Semi-
PRODUCTS INC. Wafers: masks, CIF, prototypes: conductor, 
2730 N . Fint St., nMOS, 5 ( 10); 3 $300-$1k PG tape 8-10 weeks VLSI 
San }oie, Calif (8) Technology 
95134 

Tom Flageollet, 
Marketing 
Manager, 
(408) 434-1362 

ITT SEMI- Si-gate nMOS, 5 4" 10 wafers $200-$1000 ETEC drive None Prototype None 
CONDUCTORS · minimum lot per wafer; tape biased to wafers: 10 
15 Progrm Dr., Si-gate HMOS, size; an on- $35k typical ITTSC weeks after 
Shelton, Conn. 2.4, 2 going business prototype run, requirements receipt of 
06484 relationship is including up (pref.) order and 

P-well Si-gate preferred to 10 mask mask tapes; 
Joseph J. Fabula, CMOS, 5 levels faster 
Manager, turnaround 
Technology, P-well Si-gate available 
(203) 929-9790 CMOS, DLP, 4 - : ' . 

le P-well Si-gate 
. 

CMOS, OLM, 3 
·. 

N-well Si-gate 
CMOS, DLM, 2 

I ..!_ 

LANSDALE SEMI- Bipolar- 3" 20 wafers Evaluation lot Mask (pref.), 883-C From PG None 
CONDUCTOR INC. analog, TTL, DTL, minimum $ lOk; typical PG, Calma tape to 
3600 W. 01born, RTL, ECL (DI, (20 wafer); package: 12 
Phoenix, Ariz. gold doping) production weeks; from 
85019 negotiable mask: 4-6 

weeks 
Terry Green, 
Advertising/ 
Marketing , 
(602) 269-6262 

LSI LOGIC CORP. CMOS, 1.5, 2 5", 25 wafers Product- and PG, Calma Full military Prototypes: Process-
15 51 McCarthy 6" (negotiable) process- tape, masks capability up 4 weeks dependent 
Blvd., ,, dependent to level S from masks; 
MilpitaJ , Calif 1.\ production: 
95035 •I: 12 weeks 

Bill Wirth, .. 
Director of 
Components 
Technology 
Marketing, . 
(408) 433-8000 
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MARCONI Si-gate CMOS, 6 4" 1 lot of 25 From $275 per All forms Mil-Std-883- Masks to None 
ELECTRONIC (12), 5 (10), 3 (6) wafers wafer; acceptable C; DESC tested 
DEVICES INC. minimum additional certification for wafers : 6-10 
45 Davids Dr., Si-gate CMOS, charges for Mil-M-38510 weeks. 
Hauppauge, N. Y . DLM, DLP- mask QPL being From PG 
11788 analog, 3 ( 6) manufacture, sought; tape: 8-13 

testing, etc. M.O.D./ weeks plus 
Dale Wilson, Si-gate CMOS, NATO- 2-4 weeks 
Vice President, DLM, 3 (8), 2 (6) AQAPl for 
Sales and packaged, 
Marketing, Si-gate CMOS/SOS, tested 
(516) 231-7710 SLM, SLP, 5 (10), devices 

2.5 (6) 

Si-gate CMOS/SOS, 
DLM, 1.5 (5, 6); 
2.5 (6) 

MCE SEMI- Metal-gate CMOS, 4" $30k preferred $9k- $150k GOS II ; PG None PG tape to Yes (not 
CONDUCTOR INC. 5 but will cape (Mann packaged specified) 
1111 Fairfield negotiate 3000) prototypes: 
Dr. 1 Bipolar, analog custom-
West Palm Beach, (20, 40, 80 V), Ii I 

' 
10-30 

Fla. 33407 weeks; 
j 

Smart p<>wer (20, ,, - semi-
James P. Skoucas, 40 V) -' custom-
(407) 845-2837 4-10 weeks 

...::._ 

MICREL INC. Si-gate nMOS, 4" No minimum Contact All database, 883 screening, Database co None 
560 Oakmead pMOS, CMOS annual volume company PG cape 38510 masks: 1-2 
Pkwy. , (5-30 V), 3-12 (7) required; 25 formats; P and weeks. 
Sunnyvale, Calif wafers E projection Mask to 
94086 Mecal-gace nMOS, minimum and Cannon wafers ouc 

pMOS, CMOS proximity of fab: 1-4 
James Crow, (5-35 V); bipolar mask weeks. 
Silicon Foundry 10-40 V); 5-12 Wafer sort 
Sales Manager, co final 
(408) 245-2500 package: 

1-6 weeks 

MICROCHIP Si-gace CMOS, 4" Annual dollar $40k-$75k GDS II (pref.), None 8-14 weeks None 
TECHNOLOGY INC. 1.5, 2.5 5" volume: $500k (including PG tape 
(formerly General tooling) 
Instrument Si-gate nMOS, 2.5 ' 

Microelectronics) . 
2355 W. Chandler ' 

Blvd., 
Chandler, Ariz. I 85224 .. 
R. Malboeuf, 
Product Marketing .. 
Manager, ,, 

(602) 963-7373 

MICRO-REL CMOS, 3 (7), 5 4" 50 production $7k, PG, Calma 1772 cercifica- From masks None 
2343 w. 10th (10) wafers per engineering tape, masks tion, 883-C, co wafers (1 
Place, month 1st lot. (conditional) 38510 lot): 
Tempe, Ariz. Bipolar (20, 40, minimum Bipolar: CMOS-6 
85281 100 V), 8 (16) $200-$300 per weeks; 

wafer; CMOS: bipolar-8 
Dave Rigg, $250-$400 per weeks 
Marketing wafer 
Manager, 
(602) 921-6411 
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Most simulation systems tell you as 
much about your ASIC design as this 
tells you about the Statue of Libe~ 

Get the full picture of your ASIC design's 
performance. Get the IKOS Simulation 
System. IKOS gives you more simulation 
information in less time than any other 
system. Simulate 15,000 gates with 34,000 
vectors in 34 seconds. Or 8,500 gates 
with 5,100 vectors in 4 seconds. Complete 
with detailed timing information! 

IKOS is a comprehensive ASIC simula
tion system incorporating a combination 
of sophisticated software and hardware 
components that run on the Sun, Apollo, 
or IBM PC/AT platforms. It 
provides you with a streamlined, . 
high-speed approach to stim
ulus entry, logic and fault 
simulation, analysis, and ASIC 
library support. And, it integrates 
easily into your existing design 
environment. 

IKOS gives you a tremendous 
performance advantage. 

You enter stimulus the way 
you visualize it-by drawing 
waveforms. Powerful signal 

asynchronous signals and interfaces. 
With IKOS' real time logic analyzer 

you can run simulations interactively, 
pinpointing signals and conditions of 
interest. Gone are the tedious hours spent 
pouring over long output listings. 

There's no limit to the number of test 
cases you can generate and analyze with 
!KOS.You'll be able to simulate seconds, 
even minutes of real time system oper
ation. And, gain the confidence that your 
ASIC design works as you intended it to. 

modeling features allow you to Without the IKOS Simulation System, most ASIC design mistakes 
easily and realistically simulate show up after production. 

CIRCLE NUMBER 13 

IKOS comes complete with all the 
simulation tools you need- at a low price. 
Use IKOS to get your ASIC design right 
before committing to manufacturing. It's 
almost as easy as snapping a picture. 

Give us a call. 

K]((O§ 

Now available on Sun! 

408·245·1900 
145 N.Wolfe Road · Sunnyvale, CA 94086 

Sun is a trademark o f Sun Microsystems. Apollo is a trademark of Apollo Computer, 
Inc. IBM PC/AT is a trademark of International Business Machines Corporation. 
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MICROWAVE SEM I- GaAs D-MESFET, 3" 2 wafers $42k: IA GOS II tape Full I3 weeks Tri Quint 
CONDUCTOR CORP. (lA/lD), 1 minimum process with (pref.), masks, complement of from Calma Semi-
l 00 School House thin-film schematics rf and de tape to conductor 
Rd., resistors; $36k: packaging and PCM-
Somerset , N.J. ID process, testing options qualified 
08873 includes masks wafers 

and 2 wafers 
Curtis S. Kraut , 
Product 
Marketing, GaAs MESFET, 3" 2 wafers $42k: 0. 5-µ m GOS II (pref.), Full I3 weeks None 
Bruce C. epitaxy (MMICs), minimum gates; $35k: I- masks, complement of from 
Hoffamn, 0.5, I µm gates; schematics assembly and submitted 
Product Marketing prices include screening GOS II 
Manager, 2 wafers, options tape, 
(201) 563-6300 masks, E- includes 

beam-written masks and 
gates and via PCM-
hole etching qualified 
and plating diced wafers 

MIETEC N.V. CMOS, 1.5 (5), 4" To be Contact PG tape, GOS 883-C Quotation ISTI 
Westerring 15, 2.4 (5.6), 3 (7) negot iated company II ne.dist screening, ISO requests Sprague 
9700 Oudenaarde, 9000, CECC welcomed 
Belgium BiMOS, 8 ( 16) 90000, NFC 

96883 ·I 

Eric Schutz, SbiMOS, 3 (8) 
Business ' 

Development ' nMOS, 3 (7) 
Director, 
(011) 32-55-33- •I 
22-1 I 

MITEL CORP. Si-gate CMOS 4" Minimum $250-$600 per PG tape: 883-C Class B, 7 weeks California 
360 Legget Dr., analog, 5 (10), 4 batch size is wafer format Mann method 5004, Micro 
P.O. BOX 13320. (8), 3 (7), 2 (4 .5) 24 wafers; no 3600, Mann screening; Devices, 
Kanata , Ontario production 3000, E Mask method 5005 Gould 
Canada K2K 1 X5 commitment 2000. Calma qualification 

required tape: GOS II and quality 
Luc Gagnon, conformance 
Product Manager 
Marketing, 
Custom Product, 
(613) 592-5630 

NATIONAL SEMI- Si-gate CMOS, 6" $250k per year $20k-$35k Calma database 883 probing, Database lnterna-
CONDUCTOR CORP. 2 (4 . 75, 6.25) and $750k for tape, GDS 11 packaging, tape to ti on al 
2900 Semiconductor the life of the format packaged-part packaged Microelec-
Dr., product testing, burn- prototype: tronic 
Santa Clara , Calif in 10-14 Products 
95051 '· weeks 

•I 
Chuck Botchek, i 

Marketing I ·• 
Manager, 
(408) 721-5000 

NCR MICRO- CMOS, OLM 4" 25-wafer lot NRE pricing: GOS II, CIF, DESC draw- Mask- None 
ELECTRONICS (analog option), minimum $30k, includes MEBES ings, 883-C profiled 
200 I Danfield Ct. , 1.5 (4.2, 4.7) photomasks. screening wafers: 4-5 
Fort Collins. Colo. Prototype weeks; 
80525 CMOS, OLM costs: mask to 

(analog and SLM $8k-$ IOk (15 probed 
Al Brown, option), 2 (4.95, wafers or 20 wafer or 
Director, 5. 5) finished units) dice: 4-6 
COT/Foundry weeks; 
Marketing, CMOS, SLM mask to 
00.)} 22 .1-5100 (analog and OLM tested units: 

option), _) (7. 5, I 0) 6--9 weeks; 
PG tape to 

nMOS, .), 4 photomasks: 
1 week 
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OKI SEMI- Al-gate and Si-gate 4", Over lk wafers $25k plus PG tape to None 10 weeks None 
CONDUCTOR CMOS, 1.2-7 (4 .5) 5", per year or mask tooling logic diagram from film 
650 North Mary 6" over 250k for first sign-off 
Ave. , assemblies per qualification 
Sunnyvale, Calif. year lot of l. 5-µm 
94086 wafers ; 

projection 
Clifford Vaughan , masks at $3k 
Marketing each; stepper 
Manager, masks at $6k 
( 408) 720- 1900 each 

ORBIT SEMI- Si-G CMOS- 4" None Prototypes: GDS II, Appendix A, Tape to None 
CONDUCTOR INC. SLP/SLM, $12k to MEBES, CIF Mil-Std-38510 chips: (SLP, 
1230 Bordeaux SLP/OLM, $19. 5k SLM-4 
Dr. , OLP/SLM, ' I weeks 
Sunnyvale, Calif. OLP/OLM; guaranteed; 
94089 1.5 (4 , 4) OLP, 

I · DLM- 5 
Gary P. Kennedy , CCO weeks 
President, I• guaranteed 
(408) 744-1800 Older technologies , 

(e.g., nMOS) 

.:.. " . 

PLESSEY SEMI- Bipolar, 3, 1.5 4", Minimum Subject to GOS II Calma OESC draw- Typically 6 Internal 
CONDUCTORS 6" $100k p.a. negotiation or PG ings, 883 weeks from 
1500 Green Hills CMOS, 4, 2, 1.5 screening, masks 
Rd. , 38510 
Scotts Valley , Calif nMOS (2 Si), 6 
95066 

John Kit.zrow, 
U.S National Sales 
~anager, 
(408) 438-2900 

POLYCORE Bipolar (40, 12 V), 3", One lot About $5k per PG tape , GOS 883 and From None 
ELECTRONICS INC. OLM, 5 4" minimum, 24 engineering II 38510 masks: 4--6 
I 107 Tourmaline wafers run ; about weeks ! 

Dr. , $200 per wafer 
Newbury Park , in production 
Calif. 91320 

S.K. Leong, 
Vice President, 
(805) 499-6777 

RAYTHEON CO. ECL, 1.4 (metal l 4" Negotiable About $55k, GOS II (pref.), Mil-Std-883, 8 weeks-2 Bipolar 
3 50 Ellis St., and 2: 4) including PG, masks , Revision B, weeks for Integrated 
Mountain View, masks making CIF method 5004, mask Technology 
Calif. 94043 and wafer Class B making, 4 (Bitl ) 

production screening weeks for 
Peter Nghiem, wafer 
(for ECL production , 
products), 2 weeks for 
Senior Product assembly 
Marketing and tests 
Engineer, 
Pete Goshgarian, CMOS, 1.25 5" Negotiable; 20 Masks: $2k. PG/Cal ma 883 Revision 8- 12 weeks None 
Marketing (metal , 1: 4; metal wafers Processing: c 
Manager, CMOS 2: 6) minimum · $45k 
Products, 
(415) 966-7628 
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INTEL 5AC312 ARCHITECTURE 
PROGRAMMABLE INPUTS(8) LOGIC ARRAY 1/0 MACROCELLS(12) 

A A 
1,---~$)'1 \ / /(i;)AUOCAT!()..__W_OF_LOG.-A-~ -----, 

.-------------. cvfgzg~g;,~fllj/ft;TEI< ~k'= ~°ttfckkLL. 
ANO OVTPVT CONTROLS.'") (j) 

~ '7 IPOGRAMMABl.E 
f ~ "O"Ol("T"FUP..fl.,()P. 

If you 're looking for architecturally 
advanced EPLDs, look no further 
than Intel's innovative product family. 

Start with our SAC312. Based on 
Intel's 1.0-micron CHMOS*EPROM 
technology, this high-performance 
EPLD clips along at SOMHz with a 

very low power consumption of · 
only SOmA, lSOµA while idling in low 
power mode. And its enhanced 
programmable inputs can be con
figured as latches, allowing the 
SAC312 to latch and hold data-a 
must for complex microprocessor-



12MORE. 
and microcontroller-based systems. 
Plus you'll save valuable board real 
estate and improve overall system 
performance. 

In addition, the 5AC312 has an 
exclusive programmable product 
term allocation scheme. It improves 
device utilization 
up to 33% and boosts ·: 
performance by allow- .: 
ing implementation .I 

of applications 
requiring complex 
logic functions. 

But we didn't stop 
there. These 5AC312 
features are being 
incorporated into 
future EPIDs with even 
higher integration. 
So your upgrade path 
is assured. 

But, architectural 
innovation is not the 
only reason to design 
with Intel's highly advanced EPLDs. 

Even though these EPLDs offer 
more than six times the logic density 
per chip than other PLDs, we've 
dramatically simplified your design 
process. With our inexpensive and 
powerful PC-based development 
tool, iPIDS II, you can use your PC/XT,* 

PC/AT,* PS/2* or fully compatible 
system to turn EPLD design concepts 
into working silicon quickly, auto
matically and efficiently 

Of course, we provide extensive 
technical documentation to help 
you in system design. And, to make it 

even easier, we've 
taken service one 
step further. To ensure 
that the design process 
is as smooth as possible, 
users have access to 
Intel's toll-free EPLD 
"Logical Hotline" and 
a 24-hour electronic 
bulletin board for any 
technical assistance 
they might need. It saves 
hours of valuable time. 

Best of all, the entire 
Intel EPLD family and 
all the development 
support you need are 
available now. 

So call (800) 548-4725 and ask for 
Literature Dept. #W457.We'll tell 
you everything you need to know 
about the most technologically 
innovative EPLDs around. 

Intel's 5AC312. 1·nt ~I® 
And family I 'em 

'CHMOS is a patented process of Intel Corp. PCIXT, PC/Al and PS/2 are trademarks of 
International Business Machines Corporation. ©1988 Imel Corporation. 
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DIRECTORY OF SEMICONDUCTOR FOUNDRIES (continued) 
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,,~ ·i ·~ h -"'- ';. . . - -"- ~ 

RICOH CORP. CMOS, 2, 1.5 4", 50 wafers per Contact Calma, masks None 6-8 weeks None 
2071 Concourse 6" month company (pref.), CIF after receipt 
Dr., nMOS, 2 of masks 
San Jose , Calif. 
95131 

Alan Sue, 
Manager, Key 
Account, 
(408) 434-6700 

SIERRA SEMI- CMOS, 2 (5, 7); 5", None Function of GOS II, CIF None 9 weeks, VLSI 
CONDUCTOR 1.5 (4, 5.5) 6" volume tape to Technology 
2075 N . Capitol " pares 
Ave., 

,, 
San Jose , Calif I· 

95132 
I• 

Don Maclennan, 
Director, Custom .,,, 
Product . 
Marketing, 
(408) 263-9300 

...:. ' 

SIGNETICS CORP. CMOS, SLM, 3 4" Volume NRE and GOS II Full service 6 to 14 Texas 
811 E. Arques production production through final weeks from Instru-
Ave., CMOS, OLM, 2 priCing quoted test availability ments (2-
P.O. Box 3409 , after review of of tooling and 3-µm 
MS 41, circuit SystemCell 
Sunnyvale , Calif designs); 
94088 European 

fab avail-
Don Schare, able 
Marketing through 
Manager, Philips 
(408) 991-5436 

SILICON SYSTEMS CMOS-OLP, 4" Contact Contact Calma, CIF, Contact Contact Contact 
INC. SLM, 12-V company company PG company company company 
14351 Myford Rd. , analog/digital: 3.6 
Tustin, Calif (6.4) . 1 ~ :· " 92680 I 

Bipolar, OLM, - I ' 
Peter Putnam, 2.5 X4 µm poly 
Foundry Section emitter, (metal 1: 

•I Manager, 9; metal 2: 14 
(714) 731-7110 (nitride capacitor, 

poly resi~tor) 
__:_ 

S-MOS SYSTEMS Si-gate CMOS, 4", 100 wafers per Prototype (25 PG, Calma, 883 negotiable MEBES/PG None 
INC. (SEIKO-EPSON) 1.2, 1.5, 1.8, 5", month wafers min. MEBES, masks tape to 
2460 N 1st St. , 2.5, 3 6" minimum per lot): $750 wafers: 6-7 
San Jose , Calif (1.5, 1.8 µm , weeks. 
95131 5"), $2k (1.2 Calma to 

µm , 6"); wafers: 9-10 
Coleen Muha!, Production (50 weeks. 
Senior Product wafers min . Masks to 
Marketing per lot): wafers: 5-6 
Engineer, Foundry $500-$600 weeks 
Services , ( 1. 5, 1.8 µm, 
(408) 922-0200 511

), $1.4k-
$1.8k(l.2 
µm , 611

) 

SPRAGUE SEMI- Metal-gate CMOS, 4" $250k per year $200-$ lk per Calma or· D.ESC Mask Yes 
CONDUCTOR GROUP metal-gate nMOS, wafer Applicon data certification, making: 2 (contact 
115 N .E. Cutoff, pMOS; 3 (6, 2) tape, PG DESC weeks . marketing) 
Worcester, Mass . 

j Si-gate CMOS, Si-
Mann 3000 or drawings, 883 Wafer fab: 

01613 3600, masks screening, 6-8 weeks 
gate nMOS, 38510 

Allan Ledoux , pMOS, bipolar, 
Product Marketing biMOS; 6 (6, 8) I · 
Manager, 
(617) 853-5000 

! 

-'-'- ..::. .. 
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ACCEPT- M ILITARY .. 
TECH- REQUIRED COSTS FOR ABLE CERTIFI-

VENDOR AND NOLOGIES: ~ PRO- FABRIC- FORMATS CATION TURN- SECOND 
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(µm) MENT I·· SUB- I• CATION 
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, I' 

-"-
,. ..:.:. = --'-'- _;_ 

,, 
~ 

STANDARD Si-gate nMOS , 4" 3 lots $5k for a full Calma tape None Calma co NCR 
MICROSYSTEMS 3 (6), 4 (8), 5 (10) minimum (20 lot; $ lOk for (pref. ), masks PG cape: 1 
CORP. wafers per lot) projection week; co 
35 Marcus Blvd. , Si-gate CMOS, alignment masks , add 
Hauppauge, N. Y . 3 (6) quality masks 2--4 weeks; 
11787 (from Calma to probed 

database) wafers, add 
Linda Abbattista 2--4 weeks; 
Smith , to packaged 
Administration devices, add 
Manager, Cuscom 1-5 weeks 
Produces 
Marketing , 
(5 16) 273-3100 

SUPERTEX INC. Metal-gate pMOS, 4" Engineering CMOS and Masks for DESC Masks to None 
1225 Bordeaux 5 (10) run (24 wafers) pMOS: pMOS and qualified by wafers: 4-10 ,• 

Dr., $150-$360 per CMOS, GOS 9/30/88 weeks for 
P.O. Box 3607, Metal-gate CMOS, wafer. High- II for high- pMOS and 
Sunnyvale, Calif 5 (10) voltage CMOS: voltage CMOS CMOS, 
94088 $200-$450 per 6-12 weeks 

CMOS/OM OS wafer for high-
James Beacon, (high-voltage) voltage 
Produce Marketing CMOS 
Engineer, I• 

(408) 744-0100 

""" 

TACHONICS CORP. GaAS (MMIC, 3" Wafer lot size: $4 .2k- $11.5k Digi tal : Pares tested co SC5000 GigaBic 
107 Morgan Lane, analog, digi tal) , 5, 10, 25 Mentor and 883-C Level B ASICs: 11 Logic 
Plainsboro, N.j. 1, 0. 5 (metal pitch (normal). VLSI tQ 18 weeks (SC5000 
08536 varies with feature Annual Technology cell library) 

size) volume: over CAD. 
Michael Zyla, lOOk devices; Analog : Calma 
Sales Manager, can mix GOS II . 
(609) 275-2504 devices on Mixed 

wafer analog/digital: 
consult 
company 

TAIWAN SEMI- CMOS-SLM and 6" As negotiated As negotiated Cal ma, 883, 38510 3 days per None 
CONDUCTOR MANU- OLM, n-well, MEBES, CIF quality and mask layer 
FACTURING CO. twin-cub: 2, 1.5, tape format reliability from 
3150 Almaden 1.2 compliance complete I · 

Expwy ., Ste. 111 , mask set 
L 

San Jose, Calif 
95118 

Steve Pletcher, 
Vice President of 
Marketing, 
(408) 978-1322 

TEKTRONIX Bipolar, 1.25 (4) 4" Not specified $30k-$60k Calma tape None 6 weeks None 
INTEGRATED and Quickie 
CIRCUITS cape 
OPERATION 
P.O. Box 14928, 
Portland, Ore. 
97214 

Customer 
Inquiries , 
(800) 835-9433 
ext. 100 
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' ' '.:.:. ,,, ' 1" 

TOSHIBA AMERICA Si-gate nMOS, 1. 5 5" 5 engineering $5k-$10k Calma cape, None Mask to None 
INC. (3. 5, 5) wafers engineering masks (pref.) PCM-
2692 Dow Ave., minimum run verified 
Tustin , Calif. Si-gate CMOS, 1.5 wafer: 6 
92680 (3.5, 5) weeks 

Jerry Goetsch, 
Marketing 
Manager, 
(408) 733-3223 

-=- = 

TRIQUINT SEMI- GaAs depletion- 4", 2 wafers $34k-$56k GOS II, Limited 883 7-12 weeks Microwave 
CONDUCTOR INC. mode MESFET: 3" minimum MEBES, masks screening Semi-
Group 700, digital, 1 (7); conductor 
P.O. BOX 4935 , analog, 0.5, 1 (7) I ·· Corp. 
Beaverton, Ore. I· (mask-
97076 GaAs EID I ~ I• 

compatible 
MESFET, digital I· depletion-

Louis Pengue, and analog, 1 (5) l mode 
Product Marketing MESFET 

i Manager, ' process) 
(503) 644-3535 

' ·, l' ' "' 

UNITED MICRO- Si-gate CMOS, l.5 4" 24 wafers Prototype run: Masks (pref.), Dynamic burn- Masks to None 
ELECTRONICS CORP. (4), 2 (5), 3 (6), 5 minimum $3k-$8k (no DB tape, PG in, method finished 
3350 Scott Blvd. , (10) NRE); per- tape 2010 visual wafers: 5-7 
Santa Clara, Calif. wafer charges (std.) weeks. 
95054 Si-gate nMOS, 3 only Quick turn-

(7), 5 (10) around: 3-4 
Richard McMillan, weeks 
Director of Metal-gate CMOS, 
Foundry 6 (12) 
Marketing and 
Sales, -All processes: 
(408) 727-9239 OLM, OLP, poly 

capacitor 

T = 
UNIVERSAL SEMI- CMOS (5-15 V), 4" 25 wafers $185-$400 PG, Calma, 883 screening 4 weeks for Siliconix, 
CONDUCTOR INC. nMOS; 2, 3, 4, 5 minimum Applicon, CIF electrically Silicon 
1925 Zanker Rd., (10) tested and Systems 
Sanjose, Calif. good wafers 
95112 ,; 

I• 
Mike Wilson, ,, 
Director 
Marketing/Sales, 
( 408) 436-1906 

-""' 
. 

VITESSE SEMI- GaAs EID 3" 5 wafers $33k per mask GOS II, CIF 883/38510 4 weeks for Ford 
CONDUCTOR CORP. MESFET, 1 min. minimum sec; $6k per processed Microelec-
741 Calle Plano, (4) wafer wafers; 7 cronies 
Camarillo, Calif. minimum weeks, in-
93010 order eluding 

package and 
Ray Milano, tests 
Foundry 
Engineering 
Manager, 
(805) 388-3700 

VLSI TECHNOLOGY CMOS, 3 (7, 10), 5", Negotiable Prototypes: CIF (pref.), Source control Prototype GE Solid 
INC. 2 (5, 7.5), 1.5 (4, 6" $30k-$80k GOS U, masks drawing for wafers or State, 
1109 McKay Dr., 5.6), 1 (3.9, 3.9) CMOS 3- and untested Rockwell 
San Jose, Calif 2-µm and units: 4 
95131 HMOS, 4.5 (10); 3 HMOS 3-µm weeks. 

(7); 2 (5, 4) Fully tested 
Deborah Harvey, units: 5 
Marketing I weeks 
Manager, Foundry 1 ~ 

Products, 
( 408)434-3000 L 

~ _!__ ,._ •-
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Introducing AVANT GARDS:M 
For VLSI sea-of-gates arrays. 
With 150 ,000 gates on a chip. 

And more to come. 

Until now, the state-of-the-art 
in gate array design systems 
was Silvar-Lisco's GARDS~M 

But not anymore. 

AVANT GARDS;M Advanced 
Gate Array Design System 

can place and route over 
150,000 gates on a single chip 
using sea-of-gates and three

layer designs. With gate 
utilization as high as 90%. 

Adhering to your timing 
specifications. In less than a 

week. And supported by the 
most popular foundries. 

That's the new state-of-the-art 
in gate array design. And it's 

also a Silvar-Lisco product. 

But AVANT CARDS™ isn't 
alone. Silvar-Lisco's cell

based and full custom chip 
layout software are state-of

the-art as well. And they get 
better all the time because we 

improve them all the time. 
All of them fully integrated 
with Silvar-Lisco's full line 
of CAE software that takes 

you from design capture 
through mask data prepara
tion. All production proven 

in thousands of designs. 

The state-of ·the-art in gate anay design 
is a Silvar·Lisco product. Again! 

Silvar-Lisco Offices 

Corporate Headquarters 
1080 Marsh Road 

Menlo Park, CA 94025 
Telephone: (415) 324-0700 

European Headquarters 
Brussels, Belgium 

Telephone: 32-16-200016 

Far East Headquarters 
Nihon Silvar-Lisco 

Tokyo, Japan 
Telephone: 81-3-449-5831 

BILVAR·LIBCO 
CAE Software products for electronic design 

Call or write to get detailed literature 
about the IC layout products that 
have made Silvar-Lisco the world's 
leading CAE software company. 
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URVEYING 
A quick 

rundown 

of eight 

current 

the processors 

BOB CUSHMAN, SENIOR EDITOR I this second part of our series on RISC micropro-

essors, we take a high-level look at eight RISC 

chips in roughly ascending order of their architectural comple;xity and system-level complete

ness. The first three-VLSI Technology's ARM, Intel's 80960, and Advanced Micro Devices' 

29000-are aimed at embedded applications. It is not so much that they couldn't be used 

effectively for user-reprogrammable computers (such as workstations) , but that their suppliers 

see more immediate and higher-volume potential in the large embedded controller market. 

The next three-Sun Microsystems' SPARC, Intergraph' s Clipper, and Motorola's 88000-

are being aimed at the "Unix box" user-reprogrammable market, specifically for workstations. 

Some of these are already in well-known workstations, such as the Sun-4 and the lnterpro-32C. 

The last RISC chip-designed by Texas 
Instruments in conjunction with Control 
Data-is an R&D prototype. It is signifi
cant because it demonstrates that a 32-bit 
RISC processor can be put into gallium 
arsenide and reach well beyond the 10- to 
30-MIPS performance of present silicon
fabricated RISC devices, perhaps up to the 
200 MIPS projected for this R&D effort .. 

• THE 86COXO ARM: THE 
LOWEST COST 

VLSI Technology Inc. (Tempe, Ariz.) 
acquired the ARM microprocessor and ar
chitecture from the British personal com
puter maker Acorn, for whom it served as 
the foundry . Created for the Acorn Archi
medes personal computer, ARM (Acorn 

This is the second in a series of articles on RISC architec
tures . The first article, which introduced the contepts and 
benefits of RISC, appeared in the June issue (p. 64). 
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RISC Machine) has true RISC simplicity
just an elementary three-stage pipeline
and a modest 27-register data file, which 
accounts for its small chip size and econo
my. (Its complexity-or simplicity- is 
similar to that of Tl's GaAs CPU.) 

In its present 2.0-µm geometry, the 
device, designated the 860 10, has a die 
size of 230 X 230 mil 2• With the pending 
shrink to 1. 5-µm geometry, that will go 
down to 180 X 180 mil 2• A future shrink 
to 1.0-µm geometry will cut che size to 
about 150 X 150 mil2 . Accordingly, the 
price should drop from its present $50 
level toward $15 . Meanwhile its speed 
should increase from the present 12-MHz 
clock rate to 20 MHz and then perhaps to 
40 MHz. These values contrast sharply 
with the 400 X 400-mil 2 die sizes and 
$1,000 price tags of high-end RISC chips . 

Ron Cates, ARM product manager at 
VLSI Technology, says his company expects 

to ship 90,000 to 100,000 units this year. 
Users are said to like the ARM's low cost 
even compared with that of CISC 32-bitters 
like the 68020. It is finding use as a 
flexible software-programmable substitute 
for OMA controllers, as the 32-bit word 
size speeds the handling of data streams. 

So far ARM hasn't had much software 
support, but VLSI Technology, seeing in
terest building up, is working on more 
support chips and software tools such as 
compilers. Additional software support in 
the form of a real-time operating system 
may be forthcoming from a third party , 
and Acorn is planning on a Unix operating 
system for the processor. 

• THE 80960: EXTENDING THE 
INTEL CONTROLLER DYNASTY 

Intel Corp.'s announced motivation for 
the 80960 was to extend its 8048/805 1/ 
8096 spectrum of embedded controllers 
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up to 32 bits (see also Product Showcase, 
p . 96). But industry observers agree that 
another motivation of the Santa Clara, 
Calif.- based company was to have a timely 
presence in the RISC arena without damag
ing the Intel 80386 microprocessor's very 
promising future (the odds are that the 
CISC-architecture 80386 will continue to 
be the most successful 32-bit microproces
sor for at least the next three years). 

Perhaps because of these split motives, 
the 80960 stands out architecturally as 
very different from previous more or less 
"mainstream" RISC chips. For one thing, 
its designers have freely used microcode in 
a number of places on the chip, with the 

ILL US TR ATI ON BY MI C HELL E BARNES 

main, 3K X 42-bit microcode ROM feeding 
a wide, 42-bit chip control bus (Figure 1). 
For another, they have thrown · in a full 
IEEE-754 floating-point unit complete 
with its own 80-bit registers . For yet 
another, they have included a large num
ber of specialized controller-type instruc
tions, like Boolean logic operations and 
bit manipulation. 

This curious mix of RISC, CISC, and one
chip microcontroller architectures ~akes 
the 80960 seem a real challenge to under
stand as you read the manual. However, 
the designers insist that the 80960 is just 
the opposite. They say they have taken 
pains to make it easy for control system 

designers to use , even at the assembly
language level. In particular, they say they 
have made the RISC pipeline transparent so 
that assembly-language programmers will 
not have to worry about timing mixups. 

Fabricated with 1. 5-µm geometry , the 
80960 comes in at 390 X 390 mil 2• 

Though this area is much larger than the 
86COXO ARM die, it is still smaller than 
the 29000's 418 X 418 mil 2 or the 
88000's 430 X 430 mil 2 . 

Like everybody else in the RISC chip 
business, Intel is in the process of convert
ing to a finer geometry ( 1. 0 µm), with the 
expectation that the 80960 die will shrink 
to 295 X 295 mil 2. 

• THE 29000: ELEVATING THE 
INNER MICROMACHINE TO THE 
MICROPROCESSOR LEVEL 

The usual way of describing how RISC 
processors evolve from CISC machines is to 
say that the inner microcoding of a CISC is 
removed. But computer architect Dan 
O'Dowd, who was responsible for Nation
al Semiconductor's 32000 CISC family (and 
went on to found Green Hills Software), 
points out that you could just as well form 
a RISC machine by removing the outer, 
"macrocomputer" level from a CISC, leav
ing the inner microcoding "computer 
within a computer." 

The fine-grained microcoding would 
now be exposed (and be in RAM rather than 
ROM) so that the compiler would be able 
to optimize the instruction stream. That 
would satisfy the prime RISC goal of let
ting nothing stand between the compiler 
and the hardware. 

This "keep the microcode" view suits 
AMD's thrust with the 29000, for the 
company has long been involved in sup
plying 2900-family bit-slice components 
to designers doing microcoded architec
tures. It rationalizes the 29000 as an evo
lutionary step in the higher integration of 
the 2900 bit-slice approach. It makes 
sense for AMO (Sunnyvale, Calif.) to pro
vide a RISC chip for its 2900 bit-slice 
market since the advent of high-perfor
mance 32-bit RISC processors makes many 
bit-slice approaches obsolete; they are now 
too bulky and expensive . 

Architecturally, the 29000 bears little 
resemblance to the 2900 bit-slice family, 
since it follows the University of Califor
nia at Berkeley school of RISC, as can be 
seen by the large number of on-chip data 
registers-192 (Figure 2). So many regis
ters would probably be prohibitively ex
pensive in a bit-slice design. 

That AMD is indeed finding that the 
29000 serves its controller-oriented 2900 
bit-slice markets is attested to by the 
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390 x 390 MIL 2. 
1.5-µm CMOS, 
132-PIN PGA 

(78 PINS USED) 

INSTRUCTION 
FETCH UNIT 

INSTRUCTION 
CACHE 

(512 BYTES) 

INSTRUCTION 
DECODER 

MICRO
SEQUENCER 

MICROCODE ROM 
(3K x 42) 

20-MHz CLOCK 

REGISTERS 

GLOBAL 
(16 x 32) 

LOCAL 
(1.6 x 32) 

ALU 

FLOATING-POINT 
UNIT (IEEE-754) 

FPU REGISTERS 
(4X80) 

BUS CONTROL LOGIC 

32 
ADDRESS/DATA 

Figure 1. Intel's 80960 RISC chip seems to have the most original architecture. 
Unlike most other RISC processors, the 80960 makes use of microcode ROM. The 
single multiplexed external bus indicates that the designers were more interested in 
low cost than in maximum performance. 

number of controller design 
wins AMO has announced for 
the chip. A good example is a 
military communications con
troller that the customer, 
Magnavox Government and 
Industrial Electronics Co. 
(Fort Wayne, Ind . ), says 
would otherwise have required 
a great deal of dedicated spe
cial-purpose hardware. Mag
navox says that the 29000 had 
enough speed to do pseudo
real-t i me DSP filtering of 
pulses and then perform signa
ture recognition and decoding. 

• SP ARC: THE MOST 
ITERATIONS 

The goal of Sun Microsys
tems Inc. (Mountain View, 
Calif.) in creating the SPARC 
(Scalable Processor Architec
ture) architecture was to kick 
off a de facto standard that 
might interest a large number 
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of semiconductor foundries. 
Such a development would en
sure Sun wide supply of pro
cessors at competitive prices 
and with continually upgraded 
performance that it could use 
for its workstations. 

The CPU was purpose! y kept 
somewhat bare-bones-it has 
no cache or floating-point unit 
(Figure 3)--so that it could be 
one of the first RISC devices 
implemented in ECL and 
GaAs, according to Bill Joy, 
Sun's vice president of research 
and development. The CPU's 
simplicity allowed the first 
SPARC implementation to be 
realized in a 20,000-gate, 1. 5-
µm gate array from Fujitsu 
Microelectronics Inc. (San 
Jose, Calif.), which is the chip 
currently used in the Sun-4 
workstations. 

But though the SPARC CPU 
is simple, it still has the large 

BRANCH 
TARGET 
CACHE 

(2 X 64 X 32) 

25-MHz CLOCK 

418 x 418 MIL 2, 
1.2-µm CMOS, 
169-PIN PCA 

REGISTER 
FILE 

(3 PORTS, 
192 x 32) 

4-ST AGE PIPELINE 
•FETCH 
•DECODE 
•EXECUTE 
• WRJTE BACK 

TRANSLATION 
LOOK-ASIDE 

BUFFER 
(2 x 32 x 64) 

32 

INSTRUCTION 

Figure 2. AMO's 29000 has the most data registers-192-of any RISC chip, making 
an extreme example of the UC Berkeley RISC philosophy. One reason for that was to 
have high performance for embedded applications. 

number of data registers typi
cal of Berkeley-style RISC de
signs. It is these efficiently ad
dressed CPU registers, as dis
cussed in the previous article, 
that allow a RISC processor to 
process data rapidly without 
having to constantly load fro
mand store in external mem
ory, like CISCs. It is possible 
for the software to use these 
on-chip data registers in differ
ent ways. Usually they are as
signed to as many groups as 
there are software tasks. Fur
ther, these groups are over
lapped when it is necessary to 
pass parameters m context 
switching. 

In line with Sun's continual 
encouragement of ever-higher
performance implementations, 
Cypress Semiconductor Corp. 
(San Jose), one of the growing 
family of SPARC suppliers, is 
bringing out a slightly en-

hanced version in full-custom 
0.8-µm CMOS. The 310 X 

310-mil 2 chip is designed to 
run at a peak 3 3 MIPS and pro
duce a sustained 20 MIPS. Cy
press is also working on com
panion chips to flesh out SPARC 
systems. It is developing a 
cache controller that will mate 
with some special latched ver
sions of its 15- to 20-ns 
SRAMs. It is also creating an 
interface to Texas Instruments' 
new 74ACT8847 floating
point unit, which performs a 
single-cycle multiplication in 
40 ns. 

Future plans at Cypress call 
for a memory management 
chip designed to the newly de
fined Sun MMU specification. 
Future plans at Sun are looking 
aggressively toward 500-MHz 
clocks, 50-ps gates, and 4-
million-transistor CPUs, ac
cording to Dave Ditzel, man-
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4-ST AGE PIPELINE 
• FETCH 
• DECOPE 
• EXECUTE 
• WRITE BACK 

CACHE 
CONTROLLER 

ADDRESS 

SRAMs 
(15-20 ns) 

33-MHz CLOCK 

DATA 

310 x 310 MIL 2, 
0.8-µm CMOS. 
207-PIN PGA 

DATA 
REGISTER 

FILE 
(136 x 32) 

COPROCESSOR 
INTERFACE 

pp 
COPROCESSOR 

(74A<;f8847) 

Figure 3. Designed for performance growth through progressive conversion to new 
semiconductor technologies, Sun Microsystems' SPARC follows the UC Berkeley 
philosophy of lots of on-chip data registers with overlapped windows for fast context 
switching. 

ager of advanced architecture 
at Sun. 

• MIPS: THE MOST 
OPENLY ADMIRED RISC 

CHIP 

When we asked RISC de
signers which RISC micropro
cessor besides their own they 
respect the most architectural
ly, many named the device 
from MIPS Computer Systems 
Inc. (Sunnyvale), because it is 
the closest to a "classic" RISC 
design. This design came out 
of Stanford University, and in 
contrast to the two "Berkeley" 
RISC processors just discussed, 
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it has fewer general registers
only 32 . 

The processor has been up
graded to the R3000 version, 
which runs at 25 MHz. In addi
tion, a 40-ns-cycle floating
point coprocessor, the R3010, 
is in silicon and said to be fu lly 
funct ional. The latter can per
form single-precision multi
plicat ions in four cycles . 

Perhaps most important for 
the competitive standing of 
MIPS' s processor among other 
RISC devices is the support it 
has fi nally built up among 
th ree foundries : LSI Logic 
Corp. (Milpitas, Calif.), Per-

--------, 
------,, 
CIDTECTuRE-, '1 I 

I PROVIDES I I 
HOOKSFOR YI I ADDING MORE I 

L_F~~~~~ 

INSTRUCTION 
UNIT 

500 x 500 MIL 2• 
1.5-µm CMOS, 
180-PIN PGA 

16-KB INSTRUCTION 
CACHE AND MMU 

25-MHz CLOCK (PLL) 

430 x 430 MIL 2, 
1.5-µm CMOS, 
180-PIN PGA 

REGISTER FILE 
(32 x 32) 

SCOREBOARD I•, ...._ ________________ ~ 

.. 

-IN_T_E_G_E_R~ GPU 
AND BIT 

FIELD 
UNIT 

DATA UNIT 

500 x 500 MIL 2, 
1.5-µm CMOS, 
180-PIN PGA 

16-KB DATA CACHE 
ANDMMU 

MAIN MEMORY 

Figure 4. Motorola's 88000 RISC architecture stresses performance growth through 
extendable parallelism. At present there are five "function units" on the CPU chip 
that can be operated in parallel, and the architecture can extend that to 11 
paralleled function units. 

formance Semiconductor 
Corp . (Sunnyvale) , and Inte
grated Device Technology Inc. 
(Santa Clara, Calif.). LSI Logic, 
also a source for the SP ARC 
chip, has been pushing the 
MIPS processor as an ASIC core, 
saying that the small size of 
the basic CPU leaves room for 
other add-on functions . 

Like the other RISC suppli
ers, MJPS is openly talking 
about its schedule for pro
gressively stepping up to more 
advanced semiconductor pro
cessing to decrease the die size 
and increase the speed. It says 
it will be at 0 .8- to 0.5-µ m 
CMOS by 1990 and delivering 
nearly 80 MIPS and l lMFLOPS. 

•THE C LIPPER: 
IMPLEMENTING CRAY'S 

C ONCEPTS 

The Clipper chip set em
bodies several of the architec
tural concepts advocated by 

Seymour Cray when he was at 
Control Data, before the RISC 
buzz word was coined. Fore
most of these is that the CPU 
should have co-equal integer 
and floating-point units . This 
is hardly a RISC concept- most 
of the original RISC designs had 
only minimal integer ALUs
but it has turned out to be a 
most desirable feature for 32-
bit microprocessors . In fact , it 
is so desirable that all the RJSC 
chips that don't have floating
point are being mated with 
external floating-point units , 
just like the 32-bit CJSC 
microprocessors. 

The Clipper was introduced 
in 1985 (by what was then 
Fairchild Semiconductor 
Corp.) as a 33-MHz "RISC-like" 
processor. Its implementation 
of Cray 's concepts in a CMOS 
chip set apparently served as a 
guide for Motorola's 88000 

Continued on page 100 
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Retargetable 

tools easlly 

handle most 

custom 

architectures, 

using high-

level languages 
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R e t arge table 

SOFTWARE 
DEVELOPMENT TOOLS 

B 0 B N 0 RI N AND KEVIN N 0 LAN, QUANTITATIVE 

TECH N 0 L 0 G Y C 0 RP., BE AVERT 0 N, 0 RE. 

xecution speed is the most important requirement for 

many system applications, including signal processing, 

image processing, graphics, and telecommunications. 

The architectures of computers designed to run such applications contain many 

functional elements, such as adders, multipliers, address generators, and multiple 

memory and data bus resources. When these resources all are operating simulta

neously on many streams of data, the resulting machine has a very long instruction 

word (VLIW) architecture, which is considered a subset of a single-instruction, 

multiple-data (SIMD) architecture. 

VLIW processors present serious difficulties for the microcode application 

programmer. Very long instruction words, which can contain as many as 1,000 

bits, are composed of numerous instruction fields. During each machine cycle, at 

the stage when a conventional processor would fetch an instruction that controls a 

single execution unit, VLIW machines fetch instructions that control multiple 

execution units simultaneously. Each field must be programmed for each instruc

tion clock cycle. Moreover, because any of the instruction units may be pipelined, 

complex operations such as floating-point addition can take several instruction 

cycles to actually complete. 
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PHASE LOCK LOOP. 
ANALOG/DIGITAL ASIC. 

NO ONE ELSE HAS 
THE COMBINATION. 



System level designers can access new levels of integration designing 
products with a combination of advanced analog/digital circuitry on a single ASIC. 
Obtaining the smallest form factor, lowest power, and highest performance in 
data capture applications is now possible. 

Consider our 34MHz Phase lock loop subsystem-the PLL34M-an ideal 
solution for data separators. 

The PLL34M is an open loop phase lock subsystem containing a voltage 
controlled oscillator, digitally controlled charge pump, trimmable reference 
voltage, and high speed driver I/O circuitry. 

Combined with our 
other analog and digital 
standard cells, the PLL34M 
is ideal for increasing system 
integration of disk drive 
systems. (See application 
diagram.) 

For designers seeking 
to incorporate analog pro
cessing functions, such 
as amplification, filtering, 
and data conversion, Sierra 
offers a wide range of solu
tions for applications in 
disk and tape drive systems, 
local area networks, and 
servo controllers. 

SIERRA integrates PLL onto a single data separator ASIC. 

DATA IN \ 
I 

PHASE ~ 

DETECTOR ) PLL34M 

\ ~ 
I I 

VCOOUTPUT 

' ~ USER LOGIC 
I 

SIERRA DATA SEPARATOR ASIC 

Lock into our CMOS standard cell library which includes over 250 
digital standard cells, 50 analog standard cells, and 20 EEPROM standard cells. 
Our 'Ifiple Technology™ gives you the flexibility to combine analog, digital, and 
E2 on the same chip. 

Sierra reduces packaging size and cost by offering low profile, surface 
mount packages including SOIC, PLCC, and PQFP Gull wing packages. 

CMOS analog standard cells are available now in the same design envi
ronment as digital. Importantly, on-site mixed analog/digital simulation is easily 
achieved through access to our MIXsim™ software tools, which verify design 
functionality and assure first time silicon success. 

Access the unbeatable combination of analog/digital ASIC from Sierra. 
Lock into the latest data on our CMOS standard cell library and provide your 
customers with the most advanced products. Just write or call today for our 
complete library card . 

.JO~ Sierra Semiconductor 
~o'7' Triple Technology. In CMOS. 

2075 North Capitol Avenue, San Jose, California 95132. Telephone (408) 263-9 3 00 

CIRCLE NUMBER 16 1tiple Technology and M!Xsim are trademarks of Sierra Semiconductor. Master is a trademark of Master Lock Co. 



C SOURCE FILE 

BASIC BLOCKS OF 
EXPRESSION TREES 

BASIC BLOCKS OF 
DAT A-DEPENDENCY 

GRAPHS 

MICRO-OPERATION 
SEQUENCES 

MICRO-OPERATIONS 
PACKED AND FOLDED 
INTO ASSEMBLY CODE 

TO PROM PROGRAMMER 
OR WCS LOADER 

COMPILER 
TABLES 

ASSEMBLY-CODE 
SOURCE FILE 

SIMULATOR 
LOAD FILE 

SIMULATION 
SUMMARY 

CONFIGURATION 
FILE 

SIMULATOR 
TABLES 

STATE 
INFORMATION 

Figure 1. The SF/Configurator maps a target architecture, specified in a configuration file, into tables used by the rest of the Software Foundry. Source-code files expressed in C 
can then be compiled, optimized, and assembled into microcode for that architecture. Simulation tables from the configurator enable the user to simulate the execution of the 
microcode under the control of an interactive debugger. 
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Processor complexity isn't the only dif
ficulty with VLIW architectures. Develop
ments in the design of hardware have 
outpaced software development for the last 
several years . For example, numerous 
chips have become available for digital 
signal-processing systems, but few ad
vances in software design have appeared to 
ease the programming of those systems. 

The performance of VLIW processors, 
however, is intimately dependent on the 
efficiency of their microcode- the pro
gramming language that directly controls 
the setting of microinstruction bits on 
each instruction cycle. Current design 
practice creates major components of the 
application code directly in microcode to 
improve the code 's execution rate. This 
practice results in an exponential growth 
in the complexity of developing reliable 
and efficient programs. Also, the lifetime 
of microprogrammed machines is decreas
ing, meaning that new microcode is need
ed more frequently. This situation renders 
hand coding and hand optimizing eco
nomically and technically obsolete. 

The alternative is automation of the 
microcode development process. There are 
two key issues in this automation: opti
mization and retargetability . Optimiz
ation increases throughput and reduces 
memory requirements . Microcode written 
for VLIW architectures must be optimized 
to exploit the processor's resources most 
efficiently. Efficient optimization requires 
intimate knowledge of the target architec
ture, making optimization a formidable 
challenge in a retargetable (machine-inde
pendent) system. 

Retargetability is the ability of a soft
ware system to adapt code for a wide 
variety of target architectures . Retargeta
ble software development tools free the 
programmer from much of t~e complex 
labor of writing each bit of microcode , 
decreasing development time and cost and 
increasing reliability . As software devel
opment routinely consumes the majority 
of a project budget, retargetable tools can 
significantly reduce development sched
ules through increased software engineer
ing productivity. 

• THE USE OF RETARGETABLE 

TOOLS 

Microcode development is a growing 
challenge. Today's designers employ spe
cialized hardware components that make 
software development at the microcode 
level a slow, exacting effort, and the vol
ume of application software migrating to 
these high-performance processors is ex
pected to increase significantly over the 
next decade. In addition, good microcode 
programmers are relatively scarce . Soft-
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ware-design tools can play a major role in 
meeting this challenge. 

For any development effort, the most 
convenient programming tools are com
pilers that allow the programmer to write 
in a high-level language, such as Fortran, 
c, or Ada. These tools simplify program
ming and improve reliability and main
tainability. Unfortunately , code produced 
by a compiler is typically 3 to 10 times 
slower than code that is crafted using low
level assembly or microcode languages, 
according to our experience. This perfor
mance degradation underscores the need 
for tools that automatically optimize 
microcode. 

Microcode optimizers, though, are 
highly machine-dependent . They require 
an intimate knowledge of processor re
sources, timing , and instruction word en
coding . Each new machine requires a new 
optimizer. In addition, simulators and 
symbolic debuggers also improve micro
programmers' productivity. 

However, the cost of developing a com
plete tool set is extremely high . For an 
average project , the development effort 
can easily exceed 12 man-years at a cost of 
over $1 million. One-of-a-kind, throw
away tools, therefore, are almost always 
impractical. One way to amortize the de
velopment costs is to create a retargetable 
tool set. 

• ALL IN THE FAMILY 

Along these lines , we have developed 
the Software Foundry family of software 
development tools, which builders of cus
tom high-speed processors can use to cre
ate microcode for their architectures. The 
tools are particularly well-suited to VLIW 

processors built from VLSI components like 
bit-slice processors , digital signal proces
sors, floating-point arithmetic chips, se
quencers , address generators , and applica
tion-specific ICs. 

The Software Foundry product family 
comprises the SF/C Compiler, SF/Opti
mizer, SF/ Assembler , SF/Linker , SF/Librar
ian, SF/Simulator, SF/Debugger, and the 
SF/Configurator. Through a user-specified 
"configuration file ," the tools adapt to 
new and highly complex architectures , 
including those with high degrees of par
allelism and multiple-level pipelines. 
Written in a flexible Lisp-like language , 
the file describes the resources , timing , 
and interconnection of the target architec
ture . Once the file is constructed , it is 
compiled to create the configuration data
base that drives the other components of 
the Software Foundry. 

Although there are other retargetable 
tools (such as meta-assemblers) , the Soft
ware Foundry is the first to offer a fully 

retargetable microcode optimizer. Ordi
narily, optimization is tied to a specific 
architecture, but we have found a way to 
design machine-independent optimization 
algorithms that can extract machine-spe
cific details from the configuration 
database . 

The Software Foundry c Compiler 
translates the widely used C programming 
language directly into assembly code (Fig
ure 1, top) . In doing so , it performs an 
initial optimization based on a machine
independent analysis of an intermediate 
representation of the program. For exam
ple, it moves statements out of loops that 
do not affect the results of the loop , there
by decreasing the execution time of the 
loop. 

The SF/C Compiler produces directives 
within the code so that the code can be 
further optimized by the Software Found
ry Optimizer. The input to the SF/Opti
mizer is syntactically correct , "straight 
line" assembly code (in which only one 
operation is performed in each instruc
tion) . Code efficiency improvements dur
ing this phase include code compaction, 
loop folding , and trace scheduling proce
dures that relate specifically to the target 
architecture. Another optimization at this 
point involves assigning frequently used 
variables to registers . The output from the 
SF/Optimizer is assembly code in which 
many operations are performed within 
each instruction , to the extent permitted 
by the architecture . The code output from 
the SF/Optimizer typically executes many 
times faster than the input code . 

In addition to this automatic optimiz
ation , the SF/Optimizer also has an interac
tive mode within which the designer can 
create microcode manually. In the interac
tive mode , the optimizer uses an editor/ 
assembler user interface to assist the pro
g rammer in manipulating micro-opera
tions and tracking resource usage, data 
dependency information , and other infor
mation crucial to achieving an optimally 
written microcode program . 

The SF/Optimizer operates in conjunc
tion with the other tools in the Software 
Foundry . It shares the same configuration 
database and makes use of common assem
bly functions with the SF/ Assembler , and 
the fully automatic feature allows the 
SF/Optimizer to serve as the back end for 
the SF/C Compiler. 

The SF/ Assembler permits the developer 
to customize a microcode programming 
environment for a specific target machine. 
It supports features that enable program
mers to microcode VLIW pipelined ma
chines efficiently. It has a syntax that lets 
developers define constructs that are nor
mally found in high-level languages. 
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(machine ' super_cpu ( 
(memoty 'Data_RAM ( 

(width 32) 
(upper_address_limit 32767) 

)) 

(memory 'rc_reg ( 

)) 

(width 32) 
(upper_ address_limit 0) 
(type program_counter 

(memory 'Reg_file ( 
(width 32) 
(upper_address_limit 32) 

)) 

(memory 'Data__bus ( 
(width 32) 
(lifetime 0) 

)) 

(memory 'Instruction_reg ( 
(width 57) 
(upper_address_lirnit 0) 

)) 

(memory 'ControLSrore ( 
/* Pipeline mode is on, Don't-care bits are 0 */ 
(width 57) 
(upper_address_limit 4095) 
(type controLstore) 
I* Layout of instruction word */ · 
(define_field : immediate (range 0 3 l)) 

(define_field 'Alusel (bit 32)) 
(define_field 'Alufunct (range 33 35)) 
(define_field 'ReadSel (bit 36)) 
(define_field 'WriteSel (bit 37)) 
(define_field 'EnableRW (bit 38)) 
(define_field 'SroSel (range 39 42)) 
(define_field 'DestSel (range 43 45)) 

(mo "<br_op>" 0) /* Branch instruction */ 
(non__terminal 'br_op () ( 

(caLbt: "BR <dest-1abel>" ( 
(set_bits (field 'AluFunct) (direct I)) 

(set_conflict_flag 'dbus (at_cyde 1))· 

(set_bits (field 'immediate) (relative 'dest-1abel)) 
)))) . . 

(non___terminal 'dest_label () ( 
(can__be (generic (label 'ControLstore)) () 

))) 

(controLnode 'goto '(BR dest_label} 
(where (is_dest / dest-1abel))) 

)) 
)) 

Figure 2. The designer creates a configuration file that details machine resources and how to use them. For 
example, memory and register resources are called out with "(memory ... )" statements, and bit-field settings are 
described in "(define_field ... )" statements. 

The SF/Simulator allows a programmer 
to simulate the execution of an assembly
language or microcode program using a 
hardware description of the target ma
chine based on the configuration database. 
It thus provides an environment in which 
code can be executed and debugged with
out having working hardware . This fea-
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ture permits hardware and software devel
opment to proceed independently . The 
simulator works in concert with the sym
bolic debugger for debugging at the 
source-code level. 

The Software Foundry is adapted to an 
architecture through the construction of a 
hardware configuration database. This 

database, generated from the user's con
figuration file, contains information about 
the target machine of relevance to the 
tools. This information includes the syn
tax and semantics of microcode oper
ations, machine resources, instruction bit 
settings, and features that relate C con
structs to corresponding assembly lan
guage statements and hardware resources 
(see the table). 

• THE CONFIGURATION PROCESS 

The configuration file is written in a 
unified configuration language that is 
reminiscent of Lisp (Figure 2). Once the 
file is constructed, the SF/Configurator 
produces a configuration database that is 
accessed by the tools. The configuration 
process occurs only once per architecture, 
although, when the hardware is modified, 
the user must modify the configuration 
file, rebuild the database, and recompile 
the application. 

The process of configuring the tools is 
the most crucial aspect of the Software 
Foundry development system. The tools 
are retargetable because the machine-spe
cific details of processes that are normally 
hand-coded into assemblers, simulators, 
and compilers are now expressed in the 
form of a database. The user retargets the 
tools by describing the target architecture 
to the SF/Configurator, and the configura
tor generates the database. This database 
instructs the tools how to perform the var
ious transformations necessary to compile, 
assemble, and simulate a program. 

Within the configuration language, 
elements of a list are separated by a space. 
The position of elements within the list is 
important to the processing of the con
figuration file; in other words, they are 
position-dependent. The meaning of a par
ticular list element is determined by the 
context in which it was specified. The 
context of a list is determined by the 
aggregate context of all the parents of the 
list. For example, the memory directive
"(memory .. . )"-appears in several dif
ferent contexts in the configuration fi le. If 
it . appears under the machine directive
"(machine ... )"-it means "define the 
following memory." If it appears under 
the default storage class directive
"(defaulLstorage_class ... )"-it means 
"bind the specific storage classes to the 
specified memory. " 

Given the configuration database, the 
compiler translates ("maps") the c lan
guage into assembly language, which in 
turn is assembled into the microcode of 
the target machine. If the semantics of the 
original C program are preserved during 
this process, the resultant microcode is 
said to be correct. In other words, when 
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MAPPING OF CONFIGURATION DATABASE 

CLANGUAGECOMPONENT 

C operations ( + , - , •, I, ... ) 

C storage classes (register , auto, ... ) 

C control flow (if-then-else, for, ... ) 

C function invocation (a= foo(c ,d), ... ) 

executed on the target machine, the pro
gram will execute exactly as it was pro
grammed. This translation process can be 
broken down into four distinct mapping 
functions, as presented in the table. 

Of course, the efficiency of the mapping 
depends on how completely the user speci
fies his architecture. The compiler itself is 
not intrinsically intelligent. Rather, it 
provides the means to make intelligent 
decisions that effect code efficiency. 

In a way, configuring the compiler is 
much like building an expert system; the 
knowledge has to be put into the system to 
allow algorithms to make decisions. Like
wise, the compiler employs intelligent 
algorithms to perform code selection and 
optimization . However, the user must de
scribe the knowledge with which the algo
rithms operate in the configuration file. 

The configurator goes through a three
stage process to configure the tool set. 
First, the SF/C compiler must be told 
(through the compiler tables) how to con
vert from C syntactic structures into as
sembly code. Second, the SF/Assembler 
must be told how to translate from as
sem bly language into microcode. Finally, 
the SF/Optimizer must be told what oper
ations can occur in parallel. 

To understand how the configured tools 
work, consider that the SF/C Compiler en
counters a branch instruction in the C 
source code. Given the configuration file 
excerpted in Figure 2, the compiler finds 
the machine operation goto in the configu
ration database which was defined in the 
statement "(controLnode ... ). " The 
compiler inserts this operation, along with 
the information that indicates where to 
find the branch address, into the sequence 
of micro-operations. 

Similarly, if the compiler encounters a 
multiplication/accumulation function (a 
multiply followed by an add) in the C 
source, it looks into the configuration 
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TARGET ARCHITECTURE 

Hardware functions and the associated control 
pin settings (of the device performing the 
function) corresponding to a particular 
microcode field set to a specific value 

Machine storage resources (e.g ., data 
memory, floating-point registers, etc.) 

Sequencer operations and associated microcode 
field and value settings to perform the 
specified operation 

Specific sequence of micro-operations for 
activation, record creation, argument passing, 
and return value retrival 

database to find the pattern that identifies 
a multiplication and addition hardware 
function. If it doesn't see that pattern, it 
breaks the operation down into simpler 
operations and tries to match those pat
terns in the database. 

Configuring the compiler is a detailed 
process . For example, the c plus operator, 
" + , " can be used to add characters, short 
and long integers, and both single- and 
double-precision floating-point numbers. 
If the machine supports addition of each of 
these types, the compiler must be told 
how to add two operands of each type. 
Another mapping must then be defined 
for the subtraction operator (" - "), the 
multiplication operator("*"), the division 
operator ("/"), and so on. This process 
continues until mappings for all the opera
tors and types to be supported are 
described . 

Mapping the functions configures all 
the tools, not just the compiler. For exam
ple, in Figure 2 the first five "(mem
ory . . . )" statements provide the data 
path width, program addresses, and other 
information about memory and register 
resources in the architecture. This infor
mation is used by all tools during compi
lation, optimization, and assembly steps . 
The "(define_field ... )" statements de
fine the microinstruction bits that the 
assembler will set during assembly. The 
"(seLconflict . . . )" statement is used by 
the optimizer to recognize, in this case, 
what resources are captured by the branch 
instruction br_f)p. Captured resources can
not contribute to parallel operation that 
the optimizer tries to implement. 

• ALTERNATIVES 

Retargetable tools can be easily config
ured into versions tailored to specific pro
cessors, then reconfigured over again for 
any number of completely different archi
tectures. Retargetable tools make it easy 

to build the software development pro
grams required by the programmers who 
are developing the actual application soft
ware. Such tools also enable the user to 
create new architectures and reuse existing 
application software. The reusability of 
familiar tools on multiple projects means 
shorter learning curves and decreased 
maintenance. These capabilities increase 
the productivity of the programmers who 
must write highly efficient code for time
critical applications. 

The question naturally arises whether 
retargetable compilers are as good as those 
directly targeted at a specific architecture. 
The major issues here are access to the 
talent to develop the tools, timeliness, 
improving programmer productivity to 
reduce the cost per bit , and optimization 
for greater code efficiency. If you have the 
time, expertise, and a very liberal budget, 
you can build high-level- language devel
opment tools that produce more effjcient 
code more quickly than retargetable tools . 
The cost of doing so, however , must be 
compared with the attributes of retargeta
ble tools as listed above. 

The other choice, developing applica
tions at the microcode level, is even less 
desirable. The cost of writing and debug
ging code on VLIW architectures is be
tween $1 and $2 per bit. An application 
requiring 10,000 microinstructions, with 
each microinstruction 100 bits wide, 
could cost between $1 million and $2 
million to develop by writing microcode. 
If one considers this cost in addition to the 
other major issues mentioned above, retar
getable compilers would seem more effec
tive economically for all but the highest
performance applications, where the 
execution of critical operations must be 
optimized by hand, with the aid of micro
code CASE (computer-aided software engi
neering) tools like the SF/Optimizer. • 
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ometimes the only way to sufficiently reduce the size 

of electronic equipment is to integrate a wide variety 

of functions on one chip. If any one of the necessary 

functions cannot be put on the chip, the value of integration 

1s reduced considerably . 

This was the situation faced by MIT Development Corp. 

(MDC) in decreasing the size of a handheld medical instru

ment. The unit had already been made very small using an 

efficient layout of discrete parts. It comprised approximately 

70 components and was about 20 
square inches in area, roughly the 
size of a paperback book. Howev
er, MDC wanted to reduce the size 
even further-to approximately 6 
square inches (the size of a match
box), with a third of the compo
nents-so that the instrument 
could be carried easily in a user's 
pocket. The instrument sells for 
about $100, and the sales volume 
was expected to be about 100,000 
units per year . 

The instrument includes a sen
sor that reads the characteristics of 
an inserted sample, computes an 
analysis of the sample, and dis
plays the results on an LCD. Every
thing except the sensor and the 
display had to fit into one chip. 
The circuitry in the original in-

strument made it clear what the 
new chip had to incorporate: 

• An 8-bit microcontroller (the 
original instrument contained a 
4-bit microcontroller ; MDC 

wanted to upgrade to an 8-bit 
device to employ a more accurate 
analysis algorithm) 
• 4K bytes of ROM 

• 64 bytes of RAM 

• 256 bits of EEPROM with on
chip high-voltage generator 
(V pp) for self-contained pro
gramming 
• A 12-bit AID converter 
• A 36-segment LCD driver with 
temperature compensation 
• Low-noise op amps and com
parators 
• Digital I/O circuitry 
• Power-on/reset circuits 

• Low-voltage signal detection 
circuitry 
• Keyboard interface logic 

The core microcontroller acts as 
the primary computing element. 
The EEPROM stores calibration val
ues and the results of the user's 
tests. For versatility , the LCD driv
er had to be compatible with sev
eral types of liquid-crystal dis
plays. In fact, the entire chip had 
to be designed with the goal of 
applying it in a numb€:lr of differ
ent instruments . 

• A SINGLE-CHIP SYSTEM 

MDC had considered partition-
-ing the analog and digital circuit
ry into separate chips for design 
simplicity but decided that the 
space-saving goal prohibited a 
two-chip approach. Furthermore, 
a single chip would cost less , be 
more reliable, lower inventory re
quirements, require dealing with 
fewer vendors, and make it more 
difficult for competitors to copy 
the design. 

Until very recently , the level of 
system integration attempted here 
would not have been possible be
cause of some barriers. For exam
ple , although an abundance of 
suppliers did exist that could offer 
highly efficient CMOS digital solu
tions , there were very few that 
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Figure 1. The single-chip measurement and control system integrates a variety of digital and analog functions, 
including an 8-bit core microcontroller core, EEPROM, analog-to-digital converter, and LCD driver. The RAM and 
ROM are actually added to the core cell. 

could also integrate sophisticated analog 
circuits along with the digital on the same 
chip, and of those that did offer both 
digital and analog functions on the same 
chip, only a handful offered any apprecia
ble selection of precharacterized ASIC cells 
to choose from. Thus, in the past, a cus
tom development effort for the analog 
portion of the chip would have been pro
hibitive from a time and a cost standpoint. 

Additional barriers appeared if the cus
tom design required EEPROM and a core 
microcontroller, as does the application 
described here. Suppliers ofEEPROMs have 
never been in big supply, and there are 
even fewer manufacturers that offer them 
as ASIC cells--especially as part of a library 
where analog and digital cell functions can 
be combined. What 's more, to implement 
efficiently any design that involved a core 
microcontroller was an equally difficult 
task. Here, the major barrier was the 
physical size of the available microcon-
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trollers, many of which were designed 
several years ago using the design rules 
and technology of that time. These micro
controllers were converted into core cells 
without having the benefits of reduced 
design rules and the latest process technol
ogy. For example, it is not uncommon to 
find a core cell in a 2-µm double-metal 
standard-cell library drawn with single 
metal and shrunk to fit the technology. 

After looking closely at several semicus
tom IC suppliers, MDC chose Sierra Semi
conductor as the design and production 
house. Because of the chip's functions and 
complexity and because the MDC engineers 
had never designed a custom chip before, 
Sierra was selected for its design expertise, 
as well as its ASIC production capabilities. 
More specifically, MDC picked Sierra be
cause it could integrate all the necessary 
functions cost-effectively. 

With the design teams from MDC and 
Sierra working together, it was decided 

that a single 2-µ m CMOS chip could incor
porate all the necessary circuitry (Fig . 1) . 

• CONVER TING D ISCRETE 
CIRCUITS INTO CELL FUNCTIONS 

The first step in the design process was 
to map the circuitry in the original instru
ment onto the functions in Sierra's cell 
library. A critical consideration in doing 
the mapping was to find out whether any 
cells would have to be altered to perform 
the functions required by MDC. Although 
digital cells tend to be fairly standard 
across discrete and semicustom devices, 
analog designs often need specific charac
teristics. It was important at the begin
ning of the design process to discover cells 
that would require customization, because 
Sierra could then modify those cells while 
the rest of the design effort went forward. 

Sierra's cell library includes over 200 
digital cells, 50 analog cells, more than 20 
EEPROM cells, and a peripheral library de
signed to interface with the core micro
controller cell. The library covered every 
function on the chip, so that no new cells 
were required. Some modifications, how
ever, were necessary to tailor the op amps 
and comparators to MDC's needs . Because 
Sierra's cell library includes 10 different 
op amps and 5 comparators, it was possi
ble to choose cells that came very close to 
MDC's specifications and make only minor 
modifications. 

Nearly all of the chip's functions were 
handled in large cells from Sierra's library. 
MDC designed only about 200 gates' worth 
of digital logic using Sierra's standard-cell 
library for keyboard interface and special
ized IIO purposes. 

On the digital side of the chip, the 8-
bit microcontroller served as the founda
tion for system-level integration . With 
the microcontroller at the heart of the 
design, the rest of the chip's components 
were arranged as peripherals of the micro
controller. In fact, all of the chip's other 
components are memory-mapped into the 
microcontroller's address space so that it 
can easily communicate with and control 
everything from the A/D circuitry to the 
EEPROM and LCD driver. 

As mentioned earlier, the microcon
troller' s physical size played an important 
role in determining the design's cost-effec
tiveness. In most cases, it could very well 
be the single most area-consuming func
tion on the chip. Sierra's core microcon
troller cell, designed using 2-µ m double
metal CMOS technology, is the smallest 
microcontroller available in the industry. 
The cell measures only 66 X 66 mils, less 
than 20% of the area of the final chip. 
(Provisions to shrink the cell to a 1. 5-µm 
process will mean an even smaller micro-
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Figure 2. Sierra's standard test interface enables the chip to be tested in both the test and external ROM modes. 

controller for future designs.) The small 
core size enables designers to put enough 
custom logic around the microcontroller 
to get a cost-effective one-chip system . 

The core cell includes an ALU , the con
trol and clock logic , a 16-bit timer/ 
counter, interrupt logic, a serial interface, 
registers, core test logic, an 8-bit IIO port, 
and a slave-mode interface for ganging 
several core microcontrollers together on a 
single chip. The core cell runs at an inter
nal speed of 10 MHz when operating from 
a 5-V power supply . 

• TAKING ADVANTAGE OF 
MICROCONTROLLER OPTIONS 

The core microcontroller is National 
Semiconductor's COP800, with modifica
tions to the pin-out to make the cell more 
flexible in a standard-cell design. For ex
ample , designers can create as many as 
160 8-bit 1/0 ports and add up to 32K 
bytes of ROM and 192 bytes of RAM to the 
core cell. Additional RAM can be added 
alongside, with the core cell using mem
ory bank switching schemes , but the in
ternal appro<ich allows for a smaller chip 
by reducing interconnections . 

When partitioning the MDC design for 
the chip , the requirements for RAM and 
ROM mapped easily into the core micro- . 
controller's capabilities. Thus the only 
memory external to the microcontroller 
was the EEPROM , which was available as 
separate cells . 

At this stage of the design, Sierra rec
ommended to MDC that the chip take ad
vantage of a special feature of the core 
microcontroller that allows operation with 
an external ROM . In this mode , the micro
controller bypasses the internal ROM. This 
feature has two main benefits. First, it 
makes the chip easier to test; the micro-
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controller can be checked out thoroughly, 
independent of the other internal compo
nents. Second, in case of an error in the 
ROM code or a future need to change the 
code, MDC would have a fall-back position 
of using the controller chip with an exter
nal ROM. External ROM also makes the 
chip more easily adaptable to other 
applications . 

• CONFIGURING THE SYSTEM 

Once the microcontroller was config
ured and the other components arranged 
as peripherals, the memory-map addresses 
were assigned . Critical signal paths were 
identified, and circuit specifications such 
as ac timing and current consumption 
were determined. 

Then pin-outs were defined. This step 
is important because of Sierra's practice of 
multiplexing test pins with the customer's 
functional pins . The test pins access the 
chip's internal functions only when the 
chip is in the test mode ; otherwise these 
pins function as normal I/O pins. This 
approach avoids any need to add extra pins 
just for test purposes , which would in
crease the cost to the customer. 

To ensure that the test mode would not 
interfere with the chip's operation , Sierra 
and MDC agreed on the pins to be multi
plexed. Sierra's standard interface was 
used to enable the chip to be operated in 
the test mode and in the external ROM 
mode (Figure 2). The mode-changing al
gorithm included raising one multiplexed 
pin to 12 v, and the external ROM bus was 
also multiplexed with other functional 
pins. 

At this point in the design process, 
Sierra provided a list of standard-cell 
equivalent functions so that MDC could 
begin breadboarding the chip. In parallel, 

Sierra performed schematic capture and 
modified some of the analog cells. 

• CHECKING OUT THE 
HARDWARE 

Sierra supplied MDC with a packaged 
version of the microcontroller for use on 
the breadboard. Sierra also supplied a per
sonality board and interface board that 
permitted a development system to emu
late the core microcontroller and peripher
als. The evaluation board was necessary to 
adapt the core microcontroller's 68 pins to 
the 24 expected by the development sys
tem while still giving external access to 
the extra pins. The development system is 
a self-contained computer with its own 
firmware, which provides for all system 
operation , emulation control, communi
cation, PROM programming, and diagnos
tic operations. 

MDC used an IBM PC to write assembly 
code for the microcontroller . The assem
bly code was then downloaded to the 
development system. Breadboarding en
abled MDC to evaluate the functionality 
and performance of the system before com
mitting the design to silicon. In addition, 
it allowed MDC to run the application code 
and make trade-offs between implement
ing functions in hardware or software. If, 
for example, MDC had found that the anal
ysis algorithm ran too slowly in software, 
a hardware multiplier could have been 
added to the chip. Adding this circuit 
would also free the microcontroller to per
form other tasks, thus speeding up the 
entire device. 

• SIMULATION VERIFIES BOTH 
ANALOG AND DIGITAL 
FUNCTIONS 

Upon verification of the code, Sierra 
performs system-level simulations over 
voltage, temperature, and process ranges 
using Sierra's MIXsim mixed-mode simu
lator. This proprietary simulator checks 
out both the analog and digital portions of 
the design thoroughly , but it does so 
without resorting to the overly detailed 
treatment that a simulator like SPICE 
would provide at the expense of days or 
weeks of computer time. 

Unlike SPICE's network-equation ap
proach, Sierra's MIXsim simulator employs 
behavioral analog models that describe an 
analog function in terms of what it does, 
which in turn is based on the relationship 
between signals and their histories. MIX
sim eliminates unnecessary computation 
by using an event-driven approach, as well 
as variable voltage and time-step resolu
tion. Consequently , the entire simulation 
phase for the MDC design at Sierra took less 
than a week . In addition to running faster, 
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Figure 3. The chip measures some 215 x 215 mil2. The core microcontroller occupies only about 20% of the area without RAM and ROM and about 30% with the memories. 

MIXsim's behavioral models allow it to 
detect and flag faulty cell usage and speci
fication violations. 

Using fast behavioral models makes 
possible full-chip simulations rather than 
having to perform separate analog and 
digital simulations . The full-chip method 
eliminates timing and logic errors at the 
analog-digital interface and lets users 
make performance and accuracy trade-offs. 
This method also verifies that the chip 
will be testable. 

Sierra has a simulation model of the 
core microcontroller into which the appli
cation code can be loaded and run. To 
reduce the simulation time, Sierra simpli
fied the code so that some of the functions, 
such as the A/D section and the EEPROM, 
are simulated only once. Although MDC 
had already tested the overall design in the 
instrument's original version, simulation 
was necessary to ensure that this imple
mentation met the required timing and 
other specifications. 

After MDC and Sierra were satisfied with 
the simulation results, Sierra performed 
automatic placement and routing of the 
chip. The core microcontroller, including 
RAM and ROM, occupies approximately 
30% of the chip area, which came in at 
approximately 215 X 215 mil 2 (Figure 3). 
Other functions were fit in around the 
microcontroller, with the LCD driver and 
the EEPROM (with its attendant V PP gener
ator) fitting snugly to the microcon
troller' s right . This was a logical location 
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for these cells because the microcon
troller' s 1/0 connections come off to its 
right . 

• SIMULATION LEADS TO 
TESTING 

When the layout was complete, the 
entire chip was resimulated using capaci
tances extracted from the layout, and the 
results were compared with those of the 
prelayout simulation. With MDC's ap
proval, the chip was released for mask 
making and then prototype fabrication. 
The prototypes were mounted in ceramic 
packages for fast assembly turnaround. 
Sierra fully tested the prototypes on a 
Sentry Series 80 tester, which is capable of 
testing mixed analog-digital circuits. 

To create the test program, vectors 
from the MIXsim simulator were used ex
tensively . Parametric tests were generated 
both automatically and manually. To save 
overall time, the test programs were pre
pared during the chip's final development 
phase. Because Sierra provides test vectors 
for the core microcontroller and peripher
als, MDC only had to write test vectors for 
the approximately 200 gates of random 
logic. For each set of the standard test 
vectors, pin-out designations were modi
fied to match the actual circuit pin-outs. 

The test programs were organized in 
four phases. In the first two phases, the 
core microcontroller was tested with and 
without its internal ROM. The microcon
troller was then used to test the rest of the 

chip's circuitry in the next two phases, 
which covered the peripheral functions 
and the customized I/O logic. Sierra con
catenated the programs for all the phases 
into a comprehensive test program. 

With the exception of an error in the 
ROM code, the first prototypes of the chip 
worked perfectly and the design has gone 
into successful production . Incorporating 
external ROM interface logic paid off, and 
the chip's functionality was verified using 
external ROM. The ROM code error was 
fixed with one mask change . • 
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a Custom HDLC Chip 

When designing a chip to meet a system requirement, 

designers face a mixed bag of often contradictory 

cost, density , performance, and time-to-market re

quirements. To satisfy them, designers must choose among 

a wide range of design approaches and methodologies. 

AT&T was faced with these choices in its design of an 

HDLC chip for its 5ESS switch, a telephone line switching 

network that routes telephone calls in a central office 

environment. The application for the chip was in a packet-

switching unit (PSU) that was be
ing designed to adapt the 5ESS 
switch for ISDN switching. 

The 5ESS switch receives mul
tiple ISDN channels by way of any 
of the standard interfaces of the 
Integrated Services Digital Net
work (ISDN), such as the four-wire 
T and two-wire U interfaces. ISDN 

channel information (consisting of 
standard channels such as the 16-
kb/s D, 64-kb/s B, and 384-kb/s HO 

channels) is passed along to the 
integrated services line unit (ISLU), 

which separates voice data from D 

and B channel data packets . Voice 
data is routed to the standard 5ESS 
switch 's circuit structure , which 
handles it just as it would any 
other voice channel. 

D channel and B channel data 

packets are routed to the packet
switching unit . Within the PSU, 

each ISDN channel (less the voice 
information) is routed to a net
work of protocol handlers, which 
implement OSI levels 2 and 3 for 
such standards as X. 25 and X. 75 . 
Dynamic load balancing is em
ployed so that the protocol pro
cessing load is distributed evenly 
among the protocol handlers. 

The protocol handler termi
nates the protocol where appropri
ate and routes the packet to the 
proper destination . The outputs of 
the various protocol handlers feed 
a common packet bus, which 
serves as an embedded local-area 
network (LAN). This LAN provides 
a backbone for the distribution of 
packets among the protocol han-

dlers , some of which provide ac
cess to other parts of the 5ESS 
switch. 

• CHIP REQUIREMENTS 

The chip that AT&T needed for 
the protocol handler had to meet 
several requirements . First, it had 
to perform HDLC conversion for 
incoming bit streams of various 
widths. This entailed handling 
part of the level 2 protocol, as well 
as handling frame buffering and 
error checking. 

Second, it had to support an 
asynchronous interface with the 
Motorola 68020 and 68030 mi
croprocessors. Third , it had to 
possess a large FIFO for frame buf
fering, necessary for enabling the 
system to efficiently handle a 
packet bus traffic phenomenon 
known as burstiness . 

Burstiness is a situation of un
even traffic on the packet bus . 
Statistically, the number of pack
ets going to and coming from each 
protocol handler is even. Howev
er, under some circumstances (for 
example, at a certain time of the 
day, multiple remote terminals 
may be sending data to the same 
mainframe host), the number of 
packets destined for a particular 
protocol handler may be higher 
than usual. In this situation, the 
protocol handler must be able to 
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Figure 1. In the top-down design methodology chosen, the HDLC chip was first specified behaviorally and then partitioned at the functional level. A C description of each 
function (state transition model) was written to enable CONES to synthesize the logic using a standard-cell library. 
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Figure 2. The packet bus media access controller (PBMAC), designed for the 5ESS switch, performs HDLC conversion for incoming bit streams of various widths. 

buffer the data; otherwise , the data must 
be retransmitted, significantly degrading 
performance. Based on queuing studies , 
we decided on 4-kilobyte FIFOs. 

Finally, the chip had to be unusually 
flexible. This flexibility was necessary be
cause in addition to taking care of HDL~ 
conversion in the protocol handlers, it had 
to be adaptable for other HDLC applica
tions in other parts of the 5ESS switch. In 
addition, it had to be general-purpose 
enough to handle future HDLC applications 
whose specific requirements had not even 
been determined. 

• EVALUATION OF 0FF-THE
SHELF COMPONENTS 

Given the tight time constraints, AT&T's 
first step in satisfying the requirements of 
the application was to look for an off-the
shelf solution. Intel's 82586 HDLC con
troller came closest but had several draw
backs that made it unsuitable. 

First, the 82586's microprocessor inter
face is designed specifically for the Intel 
8086/80286 microprocessor family. Since 
the controlling processor used in the pro
tocol handler was a Motorola 68020, con
siderable interface logic would have had to 

be added to adapt the 82586 for the 
application. 

A second disadvantage of the 82586 
was the lack of a sufficiently large on-chip 
FIFO, needed to effectively handle bursti
ness. Finally, the Intel 82586 lacked flexi-
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bility, primarily in its ability to handle 
multiple data input data streams. For all 
three reasons, AT&T decided to design its 
own chip, known as the packet bus media 
access controller (PBMAC). 

• STANDARD-CELL AND LOGIC 
SYNTHESIS APPROACH 

In deciding which ASIC approach to 
choose, AT&T had to weigh the conflicting 
requirements of fast time to market 
against the need for a large FIFO and flexi
bility, which required high density . To 
satisfy the density requirements, AT&T 
opted for a standard-cell approach, using a 
fairly typical 1.25-µm CMOS digital stan
dard-cell library. Because of the complex
ity of the state-machine design, AT&T opt
ed for a logic synthesis design 
methodology, often referred to as silicon 
compilation. 

Using an AT&T logic synthesis tool, 
CONES, rather than implementing the de
sign at the gate level, we were able to 
describe the chip at a functional level 
using c. From a c description, CONES 
automatically generates an optimized net
list (see "CONES: An Overview," p. 82). 

In this application, the use of a logic 
synthesis tool did more than cut the time 
to market. Because of the complexity of 
the chip and the enormous number of 
states required to give the chip its flexibil
ity, we believe the design would have been 
impractical without the use of such a tool. 

One trade-off that designers have typi
cally had to make when using tools such as 
CONES has been design efficiency versus 
productivity. With CONES, however, that 
trade-off isn't necessary. In most cases, in 
fact , the density and performance of a chip 
designed with CONES either matches or 
exceeds what can be achieved by hand. 

• DESIGN IMPLEMENTATION 

The overall design strategy was to adopt 
a top-down design methodology, specify 
the chip at a behavioral level, partition it, 
and refine it at the functional level (Figure 
1). The c functional/state description, 
once specified at the bit/register level, 
could be given to CONES for synthesis. 

To implement this methodology, mod
els had to be developed for both the chip 
and the system-level environment, 
through which the chip interacted with 
the remainder of the packet-switching 
unit and the 5ESS switch. Refinement of 
these two models would then proceed in 
parallel. 

Initially, the bulk of the design effort 
was spent developing the model for the 
system-level environment. This was true 
for two reasons. First, the system-level 
model was needed to supply the stimulus
and response-checking capabilities re
quired to simulate the chip's system-level 
operation. Second, much of the chip's 
functionality was initially incorporated 
into the system-level environment so that 
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portions of the chip could be simulated 
without having access to completed mod
els for the remainder of the chip. 

For example, in order to test the receiv
er's operation, a portion of the micropro
cessor control circuitry was needed. Rath
er than build a complete model for this 
control circuitry, a more abstract model 
was built into the system environment 
that included only those functions that 
were needed to test the receiver. 

Later in the design cycle, as the control 
circuitry was defined, those portions of the 
system environment that modeled the 
control circuitry could be eliminated. 
Generally speaking, as the design cycle 
progressed, functionality was transferred 
from the system environment to the chip, 
thereby increasing the complexity of the 
latter. 

• REDUCED DESIGN CYCLE AND 
SIMPLIFIED DEBUGGING 

Incorporating models for portions of the 
chip within the system environment early 
in the design cycle provided several advan
tages. First, since the model used in the 
system environment was less complex (be
cause it was abstract), it could be built 
more quickly, thereby enabling designers 
to simulate and debug the chip design 
more quickly . 

Second, incorporating models for por
tions of the chip within the system envi
ronment made the design easier to control 
and observe, because circuitry that's not 
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necessary to the portion of the circuit 
being simulated need not be included in 
the model, enabling the circuit to be be 
driven and monitored more directly. 

Third, it simplified debugging. Be
cause the interface circuitry can be mod
eled abstractly, the chance of bugs occur
ring in that circuitry is reduced. Therefore 
designers can concentrate on debugging 
the major circuit blocks, rather than the 
interface circuitry. 

• MENU-DRIVEN SYSTEM 
INTERFACE 

To make it easier to stimulate and ob
serve the design, a menu-driven interface 
was built into the drivers and monitors . 
Through this interface, designers could 
specify the stimulus to the circuit and its 
expected response using high-level com
m ands. For example, to get the 
68020/68030 to write to one of the 
PBMAC's control registers, the designer 
simply specifies the write operation and 
the destination address. The driver han
dles all of the operation actually needed to 
effect the transfer. 

At a higher level, designers can specify 
the transmission and reception of packets. 
They can even write C application pro
grams that are comparable to the pro
grams that software developers might 
write for the 5ESS switch in its target 
environment. The 68020/68030 emulator 
uses function calls to translate these pro
grams into the read and write operations 

~ " . 

needed to communicate with the PBMAC. 

• PARTITIONING THE DESIGN 

Spending more time up front develop
ing the system environment greatly sim
plified the top-down design of the PBMAC. 
In refining the PBMAC design, the first 
step was to partition the behavioral model 
into functional blocks. The key functional 
units are the transmitter, receiver, trans
mitter and receiver FIFOs, and system in
terface (Figure 2). The transmitter and 
receiver each contain the HDLC conversion 
and error-checking circuits. 

The on-chip FIFO provides intermediate 
storage for frames between system RAM 
and and the packet bus or the 2-bit ("bib
ble") bus. Both the transmitter and receiv
er FIFOs are implemented with lK X 32-
bit static RAMs operating at a maximum 
frequency of 9 MHz. Pipeline registers are 
used in the data path in both directions to 
minimize PBMAC access times. 

While receiving a frame, the receiver 
pushes the data and frame information 
into the receiver FIFO. After the frame has 
been received, the system processor pops 
them out. In the transmission direction, 
the system processor pushes the frame 
information word and data into the trans
mitter FIFO. The transmitter then pops 
them out and sends them. 

The access contention for each FIFO is 
resolved by an on-chip arbiter, which 
gives the receiver and transmitter priority 
access to the FIFOs. 
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/* select' proper oucs b~ed on mode •/ 
if (in-> MODEO = '= PACKET) 
( 

if (in-> FITM = = 0) 
( 

if (in->_ITS = = 0) 
( 

XFER (outs, 0, 

our- >WAIT = oucs[l7J,; 
I* need co reverse order */ 
ou1->TAN{O) = ouc~[I3J; 

out- >TANfJJ ""' oucs[l2); 
ouc- >TAN{2) = oucs{l I}; 
ouc- >TAN(3) . =. oucs[IOJ; 

/* score 011es, save, a~d shift */ 

XFER (scace-> XONES, 0, 2, oucs, 7) 
XFER (scace-'.> XSA VE, 0, 3, outs, 3) 

XFER (state~ XSHIIT, 0, 2, oucs, 14) 

FDIS3AX: TAf'/O, (TANO_P,BCLK,BCLK),TANO,TANO_ N); 
, A0l332: TAN l_ P, (ITS_N;XSMEN_N,C2G2,F(S,XSMEN_ N,C2G3,TAN l_N, 

XSMEN), TAN l_P; ' 

A01332; C2G3. <MODEO_N,FITM_ N,ONG12,MODEO,FITM_N, ON212 FITM, 
ON312), C2G3; 

A013333: C2G2, (MODEO_N,FITM,ON412,MODEO~N,FITb.f._N,ON412,MODEO, , 

ITTM_:_N,ONOI2,MOD,EO, ITTM,ONI 12), C2G2; 
FD1S3AX: TANI, (TANl_P,BCLK,BCL{(), (TANI,T,AN_ N); 

AOl332: T A,N2_P, (ITS__,N, XSMEN_N,C3G~,FtS,XSMEN_~,C3G3, T AN2_N, 
X~MEN), T AN2_P; . . 

AOl332: C3G3, (MODEO_N,ITTM_N,ON611,MODEO,ITTM_N,ON211,FTTM, 
ON31 I), C3G3; 

AOl3333: C3G2, (MODEO_N,ITTM,ON41 I,MODEO_N,ITTM_ N,ON41 I,MODEO, 
FITM_N, ONOII,MODEO, FTI'M:oNIII), C3G2; 

FD1S3AX: TAN2, (TAN_P,BCLK,BCLK), (TAN2,TAN2_N); 
AOl332: TAN3_P, (ITS_ N,XSMEN_N,C4G.2,ITS,XSMEN_N,C4G3, TAN3_N, 

XSM,EN), T AN3_P; 
A01_332: C4G31 (MODEO_N,F1TM_N,ON6 l,MODEO, FFTM_N,ON2IO,ITTM, 

·ON310), C4G3: 

AOJ3333: C4G2, (MODEO_N,ITTM,ON410,MOPEO_N, ITTM_N,ON410,MODEO, 

( A ] 

MODEO 
. FITM_N 

ON0l3 

MODEO 

FITM 
ONI 13' 

MODEO 
FITM_N 

ON213 

·· FITM 

ON313 

( B ] 

''\ 

i:JTM_ N,ONOIO,MQDEO,ITTM,ONI 10), C;4G2; 
FDIS3AX: TAN3, (tAN3_P,B(:LK,BCLK), <TAN3, TAN3_ N); 
AOl332: W AIT_ P, (ITS_ N,XSMEN,_:_N,C5G2,ITS,XSMEN-"N,C5G3;W 41''f_N, . 

XSMEN), WAIT P; 

AOl332: CSG,3, (MODEO_N,ITTM_N, ON617,MODEQ,FTTM_ N,ON217,ITTM,. 
ON3 t 7), C5G3; , . , . 

A013333: C5G2, (MOD,EO_ N,F1TM,ON517,MODEO_N,ITTM_ N,ON417,MODEO, 
ITTM_N,ONOl7,MODEO,FTfM,ONI 17), C5G2; 

TANO "" !X.5MEN • !MODEO '\ ns. !ITTM. ON613\ 
+ !XSMEN • !MODEO * !FTS' * FJ;TM '* ON513\ 
+ !XSMEN • MObEo • ITs.'• !J:TrM • 0N213\ 

+ :l tXSM N ." MODEO * !FJ:S: FTfM' ONI 13.\ 
+ !XSMEN * !MODEO *?ITS* !F1TM * ON413\ .' 

+ !XSMEN" MODEO * !FTS * !ITTM * ON013\ 
+ !XSMEN • FTS * .FTTM * ON313\ 
+ XSMEN * T ANO; . 

, TA1'!1 = !XSMEN * !MODEO *ITS* !FrTM ~ · ON6I2\ 

+ !XSMEN * !MODEO * !IFTS * ITTM,* ON5I2\ 
.f. !XSMEN * MODEO l' ITS * !FTfM * ON212 \ 
+ !XSMEN * MODEO * !l-"TS " FTTM * ON l 12 \ 
+ !XSMEN * !MODEO * !FTS * !fTfM *·ON412\ 
+ !XSMEN * MODEO *!ITS* !FTfM * .ON0J2\ 
+ !XSMEN * FTS * ITTM * OIN3 I 2 \ 
+ XSMEN *TANI ; ' ' , 

TAN2 = !XSMEN * !MODEO * FTS. !J:TfM * ON6I I\ 
+ !XSME!\' * !MODEO * !FTS * FTI;M ,* ON5II\ 

+ !XSMEN • Mot5Eo • FTS • !FTfM • 0N2 i 1 \. 
, + !XSMEN • MODEO '* !FTS • m~ ·• ON r 11 \ 
+ !XSMEN * !MODEO * !FTS * !ITTM * ON4 I I \ 
+ !XSMEN * MODEO * !FfS * !ITTM * ON(}! I ~ --
+ !XSMEN * FTS * FTfM * ON31 I\ , 
+ XSMEN * T AN2; 

TAN3 = !XSMEN * !MODEO * FTS"' !Fl'TM * ON6IO\ 

+ !X~MiN * !~ODEO · * !ITS * ITTM * ON5io \ 
+ !XSMEN * M.ODEO * FTS * !ITTM = ,QN210 \ 
+ !XSMEN • .MODEO <t !FTS " ITTM * ON I I 0 \ 
+ !XSMEN * !MODEO ' • rrrs • !FITM • ON4IO \ 
.j_ !XSMEN * MODEO * !FTS '• !FTfM "ONOJO \ 
+ !XSMEN *' FTS * FTfM .* ON310 \ 

+ XSMEN * TAN3; 

Figure 3. This sample specification describes functional description (A) specifies the conditions, when the PBMAC is in the packet mode, under which an 18-bit word will be 
transferred to one of four temporary arrays (TANG-TAN3). In synthesizing the logic, CONES saw that ON513 was redundant and eliminated it (8). 
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The chip's system interface consists of a 
68020/68030-compatible 32-bit interface 
and a packet bus interface (a function of 
the transmitter and receiver). The PBMAC 

interfaces with the system bus through a 
32-bit data bus and a set of internal regis
ters. It acts as a slave device , relying on 
the 68020/68030 to supply the driving 
signals. The 68020/68030 initializes the 
PBMAC through 32-bit internal registers . 

The PBMAC accepts the traditional sys
tem bus interface signals . These are Chip 
Select (CS), Read/Write (RW), Address 
Strobe (AS), Data Strobe (DS), and Data 
Transfer Acknowledge (DTACK). 

For the interface between the PBMAC 

and the packet bus, handshaking signals 
(Request to Send and Clear to Send) inter
face with the bus arbitration circuit and 
control the flow of data out onto the 
packet bus. At any given time, only one 
protocol handler will be transmitting onto 
the packet bus, with all other protocol 
handlers listening. Each protocol handler 
watches for an address match before ac
cepting a packet . 

After partitioning the design at the 
functional block level, the next step was to 
write a behavioral-level description for 
each block. The behavioral model was 
then refined to the functional level. Writ
ten inc at the bit/register level, the func
tional model provides a state transition 
description of the function. Essentially a C 

function call, it accepts as input a specifi
cation of the present state and current 
inputs and describes the resulting outputs 
and the next state. 

Figure 3 shows a sample specification 
and a schematic drawing of the resulting 
logic. The functional description describes 
the conditions, when the PBMAC is in the 
packet mode, under which an 18-bit word 
will be transferred to one of four tempo
rary arrays (TANO-TAN3). 

Once a functional description was com
pleted for the PBMAC, the model for each 
function was simulated in a stand-alone 
mode to verify its operation . Then, to 
verify its system-level operation, it was 
substituted back into the system model. 

• LOGIC SYNTHESIS TOOL 
HANDLES LOGIC DESIGN 

At the point at which conventional top
down design would have progressed to th.e 
component and gate level, once a func
tional model was completed for each sec
tion of the chip, CONES was invoked to 
complete the logic design. Its use not_ only 
sped logic design, but also avoided design 
errors, making it possible to obtain func
tionally correct logic on the first pass . 

Meanwhile the two FIFOs were imple
mented with a macrocell. The macrocell 

86 V 1 S I S Y S T E M S D E S I G N 

was created using a RAM generator that 
works in conjunction with the standard
cell library. 

After running CONES and obtaining a 
netlist, regression testing was used to ver
ify the gate-level operation of the circuit. 
Since the boundary between the chip and 
the system environment was implemented 
as a detailed wire list, the gate-level model 
for the chip could be plugged directly into 
the system-level model. 

To reduce simulation time, the bulk of 
the regression testing was performed for 
only one portion of the PBMAC at a time . 
Most of the chip was simulated at the 
functional level. Once all the individual 
functions were verified at the gate level, 
regression testing was performed for the 
entire chip. 

• DEVELOP TEST VECTORS 

Once regression testing was completed 
and the logical operation of the chip was 
verified, the next step was to generate test 
vectors . Here, considerable time was saved 
by generating vectors at the functional 
level. Rather than writing test vectors 
from scratch, the strategy was to stimulate 
the chip using high-level commands such 
as Read/Write a Packet and Read/Write a 
Control Register. Since the circuit was 
known to be logically correct, the circuit's 
response (outputs) to this high-level 
stimulus could be captured as test vectors. 

Once we had derived a valid set of 
functional test vectors, the next step was 
to compile the netlist and vectors and send 
them to the Zycad fault simulation engine 
for fault coverage calculation. Although 
functional test vectors verify a chip's func
tional integrity , fault coverage must be 
performed to determine how effective 
these vectors are in exercising all of the 
chip's nodes. For those portions of the 
chip that aren't being exercised, designers 
must either derive additional functional 
vectors or write low-level test vectors from 
scratch. 

One technique that proved useful in 
exercising those portions of the circuitry 
that weren't being exercised with the 
functional vectors was taking advantage of 
the chip's built-in self-test circuitry 
(BIST) . BIST verifies chip functionality by 
using a technique known as signature 
compression and analysis. 

The basic strategy is to generate a pseu
dorandom test pattern using a register 
near the chip's input . The pattern that's 
generated in this register, known as a 
linear feedback shift register, is used to 
stimulate the remainder of the chip for a 
certain period of time. The results of this 
stimulus are collected and compressed in 
another linear feedba.ck shift register near 

the chip's output . The resulting "signa
ture" is compared with a known good 
signature to verify the chip's operation. 

• STATIC TIMING ANALYSIS 

Once we obtained acceptable fault cov
erage, the next step was to perform timing 
verification. Static timing analysis, also 
known as path delay analysis , was per
formed first. This analysis , which is done 
without the use of test vectors, allows 
designers to locate all circuit paths in a 
synchronous circuit that function too 
slowly to meet the required operating fre
quency. It is done by counting the num
ber of gate delays in each path and factor
ing in loading due to fan-in, fan-out, and 
estimated interconnection capacitance. In 
this phase, CONES automatically beefs up 
critical paths where necessary (adds more 
powerful drivers , reduces load capaci
tance, and so on). 

Once layout was completed , final tim
ing verification was performed using actu
al timing values that were extracted from 
the layout data . After verifying timing, 
the completed model was substituted back 
into the system environment to perform 
final regression testing. 

The goal of any CAD methodology is to 
achieve success on first silicon as quickly 
as possible . First-pass success was possible 
for the PBMAC because of the solid design 
practices that CONES follows in generating 
logic. The key is that CONES performs only 
synchronous, single-clock design. 

Although functionally correct, asyn
chronous circuits that use multiple clocks, 
often don't behave as intended when fabri
cated over the full range of process condi
tions and operated over the full rated 
range of temperature and power supply 
voltages. Once fabricated, such circuits 
may exhibit a variety of race conditions, 
glitches, and functional errors. Testability 
may also be impaired. 

By using single-clock, synchronous de
sign, CONES is able to design logic that's 
generally free of race and timing problems 
and easier to write test vectors for. Even 
for a chip as complex as the PBMAC, the 
use of CONES, in conjunction with a top
down methodology, made first-pass suc
cess a reality . • 
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rogrammable chips, compnsrng PLDs and program

mable gate arrays, can implement the logic needed by 

a designer when he can't find an off-the-shelf solution. 

Perhaps because of its humble beginnings in the 20-pin PAL 

and the FPLA, PLDs have a reputation as collectors of spare 

logic gates and as small-scale custom sequencers. But the 

increasing complexity and varying architecture of the de

vices make them suitable for much more complex, diverse 

and (sometimes) downright weird applications. 

The logic arrays found in most 
PLDs can implement many if not 
most common logic functions. In 
fact , National Semiconductor 
Corp. (Santa Clara, Calif.) offers a 
line of standard parts, called the 
National Masked Logic (NML) se
ries , that are metal-mask-pro
grammed versions of PLO dice . 
The series includes multiplexers, 
counters , and shift registers. 

As discussed in the article "Pro
grammable Logic Overview" in 
last October's VLSI Systems Design 
(Meyer, 1987), three trends are 
prevalent within the architecture 
of PLDs: improvement on standard 
architectures, hybridization of 
PLDs and standard parts, and the 
abandonment of PLO architectures 
to one more closely resembling 

that of gate arrays. 
Within each of these architec

tural trends, the addition of flexi
ble register macrocells, higher 
numbers of pins, and greater cir
cuit density, results in PLDs that 
can implement much more com
plex circuits than can the NML 
series. Discussions with PLO man
ufacturers and users uncovers ap
plications as complex as Micro 
Channel interface controllers and 
serial communications sub
systems. 

• SAME LOGIC CORE, 
MORE INPUTS 

The basis of most PLDs, the 
AND-OR logic plane, can poten
tially implement any Boolean ex
pression of its inputs. Because 

newer PLDs can replace older PLDs, 
without redesign, to decrease 
power consumption or increase 
performance, immediate improve
ments in system performance are 
possible without exploring all the 
capabilities of PLDs . 

The possibilities for PLO logic 
have hardly been exhausted, how
ever. In a somewhat fanciful exam
ple, Intel Corp. (Folsom, Calif.) 
used one of its EPLDs, the 5C060, 
to implement a rudimentary A!D 

converter (Figure 1). The eight 
data outputs, o 0- o 7 , are connect
ed through a resistor network to 
provide feedback to a voltage com
parator on the input. The EPLD's 
logic plane implements a succes
sive-approximation algorithm, 
setting each bit from most signifi
cant to least significant. 

After all the outputs are cleared 
on power-up, an on-chip state ma
chine controls the approximation 
as follows : In the first state, the 
most significant bit is set high, 
which, through the resistor net
work, raises the reference voltage 
to about half the supply voltage. 
In the next state, if the output of 
the comparator is low, the refer
ence voltage is higher than the 
input, so that D7 is reset; if the 
output of the comparator is high, 
D7 is left high. In either case, the 
next state sets D 6 high and repeats 
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07 t---------------------------------------------· 
D6 t----+--------------------------------------------· 
05 t----+-----+-----tlt------------------------------· 
04 -----------+-----1....--------------------------------· 
0 3 t----+---~--+----4-----.,..._-------... 03 

02 t----+-----+-----t...----+-----+-----4 ..... --------------· 
01 t----+-----+-----4,_.---+-----+---___..,_ __ ,... ______ ...,.... 
DO 1----+-----+-----1...----+-----+-----.1----------------<• 

RESISTOR 
NETWORK 

Figure 1. A PLO-based analog-to-digital converter demonstrates how Boolean-based PLOs can implement nondigital functions. 

the comparison process, and so on . 
The complete approximation takes 

eight cycles; a ninth cycle is included for 
latching the results and a tenth cycle resets 
all the registers. This circuit-used in an 
Intel demonstration application- is prob
ably not as economical as commercial AJD 

converters . It does, however, show how a 
PLD's Boolean logic can be used to imple
ment nondigital circuitry . 

In another example, a simple PLO from 
Signetics was used by William Freeman of 
Rayner Corp. (Menlo Park, Calif.) to 
build a Walsh function generator. A 
W.alsh function is a discrete Fourier trans
fo~m that is used in the design of optical 
communications links. Combining the 
Walsh function generator and a correlator 
circuit enables the link's detection circuit
ry to pick one conversation out from a 
multichannel optical transmission medi
um. Freeman designed the generator by 
describing the Walsh functions, based on 
a power of two, in Boolean logic. Such 
applications are not typically associat~d 

with PLO AND-OR planes. 
Around the logic plane, PLDs are gain

ing more IIO pins, allowing them to imple
ment functions with large input require
ments. In particular, because of its 
programmable I/O cells, a 24-pin GAL from 
Lattice Semiconductor Corp. (Beaverton, 
Ore.) can implement a 16-line priority 
encoder, a useful circuit in any system 
with, for example, a variety of sources of 
interrupts. The encoder provides 16 in
puts, 4 output pins with the hexadecimal 
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representation of which input is strobed, 
and an output that indicates if any of the 
input lines have gone high . 

Large numbers of inputs enable some 
newer PLDs to work in a 32-bit environ
ment . For example, the PLHS501 Pro
grammable Macro Logic chip from Signe
tics Corp . (Sunnyvale, Calif. ) can 
implement any gating function of 3 1 in
puts. In a 32-bit system, for example, it 
can be used to identify addresses to the 
resolution of any bit pair. Such capability 
is useful for communications in systems 
with multiple processors. 

To illustrate this application, Topolo
gic Inc. (Denver, Colo.) builds a parallel
processing board that plugs into the VME
bus in Sun Microsystems workstations . 
The company used PLHS50 ls to imple
ment control logic in the interface be
tween the buses . Basically , the company 
used it as a decoder with some internal RS 
latches, to implement address decoding, 
interrupt-level comparison, and interrupt 
service cycle circuitrY. . Five PLDs are used 
on board: one in conjunction with a Signe
tics 68172 VMEbus controller and one next 
to each of the four processors on the board 
to implement communications among the 
processors. 

• FLEXIBLE R EGISTERS WITH 
LOGIC CONTROL 

Building more flexible registers into 
PLDs and allowing them to be decoupled 
from outputs-"buried"- increases the 
applicability of PLDs as well. For example, 

a 20-pin GAL 16V8 can implement a 6-bit 
shift register. The design is cascadable, 
can shift left or right, and has parallel load 
and store. The logic plane of the PLO 
implements control logic and the multi
plexing to implement the shift function; 
the output cells implement the register 
with D-type flip-flops . Such capability can 
also be used to implement a registered 
multiplexer; a dual 7: 1 multiplexer, for 
example, fits in a 24-pin GAL20V8. 

An 8-bit barrel shifter can let any sys
tem perform a variety of bit manipulations 
and arithmetic functions. Such a shifter 
can be implemented in a PLHS501 or a 
24-pin GAL20V8. Either implementation 
demonstrates a brute-force implementa
tion of the shifter. Each of the inputs 
passes through the equivalent of an eight
input multiplexer to each of the outputs. 
The degree of shift is determined by a 3-
bit shift input. The circuit uses all 72 
·internal fold-back NANO gates in the 
PLHS501. Variations on this circuit could 
be mirror imaging (bit reversal) and byte 
swapping. In addition, the shift register 
can be designed wi th or without registered 
outputs, thereby fitting more seamlessly 
into an existing data path. 

The SAM programmable microsequencer 
from Altera Corp. (Santa Clara,, Calif.) has 
a bank of registers that can be used under 
control of a microprogram in the part 's 
EPROM memory . O ne company (which 
asked to remain anonymous) used the reg
isters and an on-chip counter in a satellite 
application-a deep-space probe for 
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Figure 2. A PLO (here, a PEEL device) can implement an input port that is sensitive to changes in state, polling a microprocessor with the INTR signal when inputs lo-13 change. 

NASA-as a programmable-wait timer. 
The application requires timing with mil
lisecond resolution after long elapsed peri
ods of time. For example, a Voyager fly-by 
of Jupiter would need split-second tim
ing, after a year of deep-space travel, to 
take photographs of the planet. Along 
with programmable branch logic and mi
crocode blocks, the SAM contains a 15-
level stack of 8-bit registers and an 8-bit 
loop counter. Using the registers and 
counter, routines within the microcode 
block could implement nested timing 
loops. Intervals as long as 2 8 x 15 power 
can be generated by the timing loops. 
Resolution of this timing circuit is as 
accurate as the device's clock period, 
which can be as short as 40 ns (with the 
maximum 25-MHz clock frequency). 

A more down-to-earth application is 
the ubiquitous microprocessor bus. The 
PEEL device from International CMOS 
Technology Inc. (San Jose, Calif.) can 
form a generic input port, with four of its 
eight inputs sensitive to changes in state 
(Figure 2). On a change of state, the part 
can interrupt a local processor using the 
INTR output. The processor can then read 
the new state on the 0 0- o ) outputs. The 
O Ii output is used to poll the status of any 
state changes that occurred after the one 
that caused the interrupt. 

Programmable parts are also available 
to implement interfaces for specific buses, 
most significantly the Micro Channel and 
the VMEbus. Such parts must have enough 
logic to implement the control sequences 
as well as enough output drive for the bus 
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signals. According to PLO manufacturers, 
bus interface circuitry can occupy as much 
as a third of a plug-in board. 

The PLX 488 from PLX Technology Inc. 
(Sunnyvale, Calif.) was designed to con
solidate this lightly integrated portion of 
plug-in boards . To implement bus inter
face logic and drivers , PLX Technology 
combined a programmable logic array 
with the buffers required to drive bus 
signals . The part has 10 inputs, 8 bidirec
tional l/O pins (each with its own output
enable and feedback terms) and between 8 
and 14 product terms for each output 
macrocell. In addition, two on-chip clock 
signals help the designer to synchronize 
signals from the bus to the on-board 
clock . Four 24-mA drivers, four 48-mA 
drivers, metastable-hardened registers, 
and inputs with hysteresis meet bus speci
fications for the VMEbus, the VME subsys
tem bus (VSB), the Micro Channel, the 
NuBus, and other buses. 

PLX Technology has, in fact, designed 
"preprogrammed" versions of the PLOs for 
the first three buses . The VME 1200 and 
VM E 2000 serve to connect a master or a 
slave processor, respectively, to the VME
bus . Similarly , the VSB 1200 and VSB 
2000 connect master and slave processors 
to the VME subsystem bus. Finally, the 
MCA 1200 serves as a bus master, bus 
requester, and local arbiter for the Micro 
Channel, allowing either single-cycle or 
burst-data transfer requests . All devices 
use the programmable logic plane of the 
PLX 448 to implement the control logic 
and the device's 24- and 48-mA drivers to 

drive directly the buses' control signals. 
Customers can work with the company to 
customize these designs for the peculiar
ities of their own systems; customized 
designs can then be quickly implemented 
in the programmable PLX 488. Force 
Computers Inc. (Los Gatos, Calif.) has 
already designed the parts into some of 
their VMEbus-based products. 

Altera offers a Micro Channel interface 
part (Figure 3) that implements Micro 
Channel control circuitry and other fea
tures, particularly the Programmable Op
tion Select (POS) registers used in most 
Micro Channel designs. Altera separated 
the OMA unit (the EPB2002) from the rest 
of the controller (the EPB2001) because, 
according to its experience, less than 50% 
of the Micro Channel interfaces need OMA 
capability. Altera claims that the part 
replaces at least 14 TTL and PLO circuits, 
saving as much as 25% of the Micro 
Channel board area. By not having the 
data path run through the chips, more
over, the parts can control the access of 8-, 
16-, or 32-bit data exchanges. The PLO's 
24-mA drivers ensure compatibility with 
the bus specifications. 

In the EPB2001, all general-purpose 
interface functions, such as the Program
mable Option Select registers, are includ
ed. The chip allows access to POS register 
contents through 16 adapter-accessible 1/0 

lines that replace jumper wires and DIP 
switches. Programmable chip selection 
logic permits adapter address remapping. 
The chip's EPROM provides for storage of 
the board ID, chip select ranges, and POS 
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Figure 3. The EPB2001 provides the control circuitry for a Micro Channel interface integrated with programmable decoding, chip selection, and access to registers. 

IIO selection for reduced component count 
and added design security. 

As the amount of logic, IIO signals, and 
registers increases, PLDs can implement 
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entire subsystems. For example, one bar
code reader circuit, which synchronizes 
itself with the rate of incoming data, uses 
just one Altera EP1800. Sync circuitry 

adjusts the device to the speed of the 
wand, so that the device can read the 
pulses according to how fast the user is 
sweeping the wand over the bar code. This 
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Figure 4. For each channel on this serial communication system, two programmable gate arrays (LCA devices) replaced a 68000 microprocessor, an 8530 serial 
communications controller, and various support logic. 

particular circuit contains five modules: a 
controller state machine, a sync counter, a 
byte counter, a shift register, and a micro
processor interface. 

The sync counter synchronizes the read
ing of data by timing the width of the bar
code bar. It increments a counter to mea
sure how fast the wand crosses the first 
"start" bar. This value is used to deter
mine the middle of each subsequent data 
pulse . 

The byte counter implements a Gray 
code counter. A Gray code counter incre
ments in a manner whereby only one bit of 
the counter changes at a time, so that the 
decoded count outputs will experience no 
g litches. 

The shift register stores the synchro
nized data stream . The microprocessor in
terface contains open-collector output sig
nals that indicate byte detection and status 
bits for active read, direction of the wand, 
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and header validity . Finally, the state ma
chine controls the operation of the other 
four blocks. 

Under control of the state machine, the 
circuit idles until the wand passes over a 
dark region , indicating the start of start 
bars. The sync counter determines the 
width of the start bar, which determines 
the width of incoming data pulses. As the 
mflchine reads in the data bits, it checks 
the header for bit sequences that deter
mine a forward read (00) or a reverse read 
(0 l), corresponding to the direction of the 
wand over the code. The part then reads in 
the 4 bytes of data and check-sum bytes 
into the shift register. 

Another PLO subsystem illustrates the 
flexibility of PLDs with architectures simi
lar to those of gate arrays . When Strato
com Inc. (Campbell , Calif.) needed to 
upgrade the serial transmission in its Fast
packet system, it found that it would need 

to add hardware to its present design. 
Instead of adding !Cs and making its 
boards more complex, it designed its own 
serial interface controller using the 
LCA2018 programmable gate array from 
Xilinx Inc. (San Jose, Calif.). The com
pany eventually replaced other discrete 
parts with LCAs, as shown in the system 
diagram in Figure 4. 

Originally, each data channel in the 
Stratocom systems used a 68000 to control 
a 8530 serial communications controller. 
Each data channel provides physical inter
faces for four RS-232-C, V.35 or RS-
422/449 channels. Two Xilinx parts re
place the microprocessor, its code, and the 
control ler , in effect implementing all of 
the hardware functions and software algo
rithms. Not only do the parts add features 
without changing board size, the repro
grammability allowed the company to ex
ercise several design iterations. 
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New Directions 
for PLDs? 

At this year's International Sol
id-State Circuits Conference, 

two new technologies appeared that 
may influence the future of PLDs. 
First, Actel Corp. (Sunnyvale, Cal
if.) revealed its programmable gate 
array, which combines the architec
ture of a gate array with user pro
grammability. Like a gate array, the 
die contains rows of logic "mod
ules" separated by wiring -tracks 
with segmented horizontal and ver
tical wire segments. Tiny "anti
fuses," which become conductive 
when subjected to programming 
voltages, are used to program both 
the function of the logic cells and 
the interconnections. Unfortunate
ly, the first Actel device is small-
295 logic modules and 55 I/O sig
nals; on the other hand, the com
pany says it has a way to test all 
modules and wiring tracks before 
programming. 

Ramtron Corp. (Colorado 
Springs, Colo.) introduced a shad
ow RAM device that uses a ferroelec
tric film to permanently store a 
digital state (Baker, 1988). Tiny 
ferroelectric lead zirconate titanate 
(PZT) elements have two stable 
states of orientation, which are set 
by the state of connected memory 
cells. When power is removed from 
the device, the polarization re
mains; when power is restored, the 
polarization of the PZT element in
duces currents that restore the state 
of the memory cell. 

This technique could be applied 
to RAM-based PLDs like those from 
Xilinx. Although the manufactur
ing of such devices is a major obsta
cle to widespread use, they have at 
least one distinct advantage over 
EPROM and EEPROM technology: the 
charge density of the PZTs is 10 
times greater, so denser memory 
storage is possible. • 

REFERENCE 

BAKER, S. MAY 1988 . "Ferro
electric Chips," VLSI Sys
tems Design. 
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For each channel , one of the two Xilinx 
XC2018s provides the serial transmitter 
and receiver logic that converts the paral
lel words of data on the data bus into the 
required serial data for the serial buses. 
The other part implements all of the hand
shake logic for controlling the flow of data 
between the Fastpacket channel and the 
external peripheral. 

By reprogramming the Xilinx parts in 
situ, the design can perform enhanced bit
error rate testing . In this mode , they 
introduce distortion into the transmitted 
signal so that bit-error rates can be moni-

e future into our features. 
YTEK's 135 Multiprogrammer™ gives 

you all the features of the leading 
device programmers with one important 
difference. They're all in one site. 

The 135 is a gang and set pro
grammer with Universal device capabil
ities, making obsolescence obsolete. It 
supports more devices than any other 
production programmer (virtually all 
EPROMs up to 40 pin). It has options 
to program logic devices, 40 pin 
micros and bipolar PROMs. On board 
memory is expandable to 2 MB. The 
135 comes with 12 months of FREE 

Model 135-E 
$995.00 (U.S.) 
Model 135-U 
$1,895.00 
(U.S.) 
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tored under controlled conditions. This 
function is normally implemented with 
external test equipment. • 
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updates plus an 18 Month WMra»~ 
And, 4 operating modes plus DATA 1/0 
protocol compatibility mean unmatched 
flexibility. 

Finally, the 135 is so affordable it 
makes increased productivity as easy 
as purchasing additional 135 sites. 

BYTEK the leader in low cost/ high 
performance technology. 

Make your own comparison. Call 

1-800-523-1565 
In Florida: 1-407-994-3520 
Fax: 1-407-994-3615 
'DATA 110 is a registered trademark of DATA 110 Corporation. 
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Uses span 

a spectrum of 

design services 

and products 

AT LAST month's Design 
Automation Conference in Anaheim, Cal
if., numerous companies hawked strate
gies and products that support the VHSIC 
Hardware Description Language, VHDL. 
This language is gathering momentum 
and seems destined to have a significant 
impact outside the military electronics 
sector that spawned it. 

VHDL arose from the need for a standard 
documentation language for electronic 
systems created for military projects. Says 
Ken Bakalar at CAD Language Systems 
Inc., "It soon became clear that the lan
guage should also have the ability to be 
processed by computers and simulated." 

The number of goals that VHDL em
bodies results in a spectrum of design 
services and products from companies try
ing to capitalize on the language standard. 
For documentation and transmission pur
poses, translators like the Helix-to-VHDL 
translator from Silvar-Lisco and the ISP' -
to-VHDL translator from Zycad's Endot 
division allow VHDL designs to travel from 
one design environment to another. On 
the other hand, the use of VHDL as a 
development language, as typified in tech
nology at Intermetrics, represents the full 
flower of VHDL. 

The VHDL Tool Integration Platform 
(VTIP) from CAD Language Systems Inc. 
( CLSI) expands the use of VHDL as a docu
mentation medium by adding design da
tabase and management facilities and al
lowing developers to create an interface to 
simulators. VTIP is built around a Design 
Library System that holds design data in 
CLSI's intermediate format. A Software 
Procedural Interface (SPI) provides access 
to the data for entry, retrieval, or manipu
lation of the design by other tools. Three 
CLSI tools support the transmission and 
creation of designs expressed in VHDL: the 
VHDL Analyzer accepts VHDL designs and 
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VHDL: Documentation 
or Development? 

Around data in the Design Library System COLS), CLSI adds its Software Procedural Interface to control access and 
manipulation of data. Plugging into the resulting DBMS are tools to read (the YHDL Analyzer), write (the YHDL 
Generator), and manipulate COLS utilities) designs expressed in YHDL 

enters them into the DLS; the VHDL Gener
ator builds a VHDL description of a compo
nent from the DLS database; and the VHDL 
Editor guides a designer during the con
struction of a VHDL model. 

The VHDL Toolset from Intermetrics is 
similar to VTIP (primarily because it ad
heres to the same standard). Intermetrics' 
Design Library Manager is somewhat like 
DLS, and its Analyzer and Reverse Analyz
er perform the same functioru as the VHDL 
Analyzer and VHDL Generator. 

A simulator, however, distinguishes 
the Intermetrics tool suite, filling it out 
into a hardware-development environ
ment. It supports all levels of modeling 
that are supported by the language, per
mitting simulation at various levels of 

abstraction. In addition, a Simplifier pro
gram reorganizes the hierarchy of design 
descriptions, collecting lower-level ele
ments into- higher-order descriptions to 
simplify modeling and analysis. A user 
uses a "conceptual design bench" to create 
stimuli and gather information about the 
behavior of the VHDL circuit. 

Although this environment has more 
analysis capability than CLSI's tool suite, it 
lacks some of the capabilities of CLSI's SPI 
that simplify the development of inter
faces with other simulation environments. 

The Intermetrics simulator joins the 
VantageSpreadsheet VHDL simulator, 
which was discussed in last month's issue 
of VLSI Systems Design (p. 104), and the 

Continued on page 97 
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CMP is one of the fastest 
growing publishers of busi
ness newspapers and 
magazines, with advertising 30+-------------~~--~ 

we plan to add new publica
tions in a variety of 
emerging industries. It's not 
just that we find bigger 

sales up better than 20% a 
year for each of our fifteen 

20-+-------------:;;w,._,..,_ ____ -----i numbers exciting. What's 
exciting is seeing good 
people respond to bigger 
opportunities. And good 

years. But growth isn't an 
end. Rather, it's our means 
to unequalled opportunity. 

By growing, we create new 
72 74 76 

opportunities. Opportunities for good reporters to 
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advance to responsible editors. Opportunities for staff to 
become supervisors. Opportunities for sales people to 
become sales managers. Opportunities for stars to go 
anywhere their talent takes them. The fact is that you 
can't hold outstanding people unless you offer them a 
better opportunity than they can find elsewhere. And 
you can't offer an unequalled opportunity without 
consistent growth. 

So we plan our growth. We plan to expand the 
scope and coverage of each of our publications. And 

80 82 84 86 people make CMP publica
tions usually the best 
read in their industries. 

(Ip CMP Publications, Inc. 
600 Community Drive 
Manhasset, NY 11030 

(516) 562-5000 
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High-performance 

software can 

run on low-cost 

hardware 

ATTEMPTING TO lever
age the ubiquity of 80386-based personal 
computers, which could serve as develop
ment systems for other 80386-compatible 
systems, Intel has tailored new versions of 
the 80386 in terms of price and functiona
lity, as well as the surrounding support 
circuitry, to the needs of low-cost personal 
computers and embedded systems . 

The first type of application- general
purpose platforms with lower prices and 
less performance than 80386-based ma
chines- can be implemented with the 
80386SX . For this chip, Intel replaced the 
80386's 32-bit interface with a 16-bit 
data bus and a 24-bit address bus and 
reduced the clock frequency to 16 MHz 
(see the table). Narrower buses and longer 
clock periods simplify system design and 
lower cost . 

The chip's 32-bit internal architecture 
with memory management, meanwhile, 
can execute the same complex software 
(including the Unix operating system) as 
the 80386, as well as software written for 
the other 8086-family processors. Intel 
rates the processor's sustained throughput 
at 2 .5 to 3 MIPS . In comparison, the full 
32-bit interface and 25-MHz clock fre
quency of the 80386 increases system 
throughput (of machines like Sun Micro
systems' 386i) to at least 5 MIPS. 

There are a few functional differences 
between the 80386SX and the 80386 that 
result from their different bus sizes. Some 
of these differences influence the design of 
support hardware for the processors. For 
example, the 80386's 32-bit data bus re
quires four byte selection signals 
(BEO#-BE3#) to distinguish between bytes 
of data on the bus. The 80386SX, on the 
other hand, requires only two byte selec
tion signals (BHE# and BLE#) to select 
bytes on its 16-bit data bus. Similarly, to 
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R 0 D U c T s H 0 w c A S E 

80386 Derivatives Aim 
at Low-Cost PCs 
and Embedded Systems 

Fewer 1/0 signals resulting from a 16-bit bus allows the 80386SX to be placed in this surface-mount package. The 
package's bumper corners allow it to travel in tubes and be placed by automatic assembly equipment. 

select floating-point operations on a co
processor, the 80386SX uses address line 
A 23., whereas the 80386 uses A 3 1 (the 
highest address bits of either chip). 

Other distinctions between the chips 
affect software or microcode instead of 
hardware design. For example, when the 
80386 is reset, the high nibble of its DX 

register (which holds the component and 
revision identifiers) is set to "3"; for the 
80386SX, it is set to "23H." The operat
ing system running on the 80386SX must 
be aware of its 16M-byte physical address 
space; applications that exceed this limit 
must make use of the 80386SX's page 
mode . Software written for these proces
sors could use the identifier to determine 
which component it is running on. 

Reducing bus widths also eliminates I/O 

signals, resulting in fewer package pins for 
the device. As a result, the 80386SX fits 
into a 100-lead plastic quad flat pack (see 

the figure), instead of the 80386's 132-pin 
PGA. Bumpers on the corners of the flat 
pack protect the leads, so the chip can be 
packaged in tubes and mounted on boards 
by automatic handlers . In this way, the 
chip can simplify assembly and push down 
system cost. 

Furthermore, the lower clock frequency 
and plastic flat pack lower the price of the 
chip itself; initial 80386SXs sell for 
$219- 73 % of the price of an 80386. 
Intel intends to drive the price of the 
80386SX down, making it as inexpensive 
as an 80286 by 1990. 

For embedded systems, Intel removes 
from the 80386SX two features that are 
unnecessary (and unwanted): memory 
management and the virtual-8086 mode. 
The resulting 80376, introduced in April, 
provides the same system economies as the 
80386SX for embedded systems that do 
not run general-purpose software. 
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80286 

INTERNAL ARCHITECTURE 
(BITS) 16 

DATA BUS SIZE (BITS) 16 

ADDRESS Bus SIZE (BITS) 24 

PHYSICAL ADDRESS SPACE 16 MB 

VIRTUAL ADDRESS SPACE 1 GB 

PAGING NO 

PROTECTION YES 

VIRTUAL 86 MODE NO 

OPERA TING FREQUENCIES 
<MHz) 8, 10, 12.5 

ARITHMETIC COPROCESSOR 80287 

Continued from page 94 
EndoL VHDL simulator, discussed below. 
Vantage's simulator not only accepts de
signs in the VHDL format , it also uses a 
proprietary database that supports concur
rent execution of simulation, schematic 
capt ure, and waveform-viewing pro
grams. T hese features reduce and , in some 
cases, eliminate compilation between de
sign steps. In addition, Vantage plans to 
develop an interface with the Silcsyn logic 
synthesis tools from Sile Technologies Inc. 
(Burlington, Mass .; see the June issue, p . 
12), providing the first direct link be
tween VHDL and the fledgling logic syn
thesis technology . 

Silvar-Lisco's translator creates VHDL 
models (at an architectural level) from 
models in HHDL, the language for the 
company's Helix behavioral simulator. 
Herman Beke, vice president of market
ing, says that "HHDL is the hardware mod
eling language closest to VHDL," so that 
users of Helix won't sacrifice any Helix 
capabilities to maintain compatibility 
with the VHDL specifications . 

Si lvar-Lisco is integrating Helix into a 
unified simulation environment- Uni
sim- that will also include the Cadat sim
ulator from Cadnet ix's recently acquired 
HHB Systems Division . Unisim, which 
should be avai lable by the end of Septem
ber, will accept designs expressed in both 
H elix and Cadat models . Mixed-level sim
ulations will use both simulators running 
concurrently . 

J U L Y 1988 

80386SX 80386 80376 

32 32 32 

16 32 16 

24 32 24 

16 MB 4 GB 16 MB 

64 TB 64 TB 64 TB 

YES YES NO ,, 

YES YES YES 

YES YES NO 

16 16, 20, 25 16 

80387SX 80387 80387SX 

Future enhancements to U nisim in
clude an analog simulator, logic synthesis, 
and Cadat-like models in Helix that will 
allow it to interact with Cadat's hardware 
modeling system. The environment will 
also get a VHDL-to-Helix translator that, 
through logic synthesis , will be able to 
translate VHDL designs into Cadat models . 

Zycad demonstrated a VHDL design en
vironment that used the VHDL Developer 
design entry tool from Vista Technol
ogies . In a manner similar to the VHDL 
Editor , the VHDL Developer simplifies the 
creation of VHDL models by providing 
context-sensitive menus with automatic 
formatting, searching , and substitution. 
It also contains a librarian program that 
stores and organizes the VHDL-defined 
database. Design files expressed in EDIF 2 
0 0 can also be translated into VHDL files. 

Zycad announced that the VHDL simu
lator from its recently acquired Endot di
vision should be released this year . Zycad 
plans to integrate the EndoL VHDL simula
tor more tightly with its simulation accel
erators. This integration provides an envi
ronment for mixed-level simulation wi th 
VHDL models and a hardware accelerator 
for gate- and switch-level models. At pre
sent, the Endot tools are linked through 
stimulus translation and comparison tools 
that simplify the correlation of high- and 
lower-level modeling and simulation. 

The EndoL VHDL design environment 
features a superset analyzer (compiler) that 
is switchable to standard VHDL, an inter-

Both the 80386SX and 80376 use a 
new floating- point coprocessor, the 
80387SX, which is compatible at the ob
ject-code level with the 80387 . It contains 
the same 16/24-bit bus structure as the 
processors. The chip, comes in a 68-lead 
PLCC, implements the IEEE-7 45 floating
point standard and delivers three to five 
times the performance of the 80287. It 
executes the new floating-point software 
instructions of the 80386 , such as FSIN, 
FCOS, and FSINCOS. 

For general-purpose computing, there
fore, Intel offers the 80286 for the lowest
cost systems and the 80386SX and 80386 
for ascending levels of performance and 
price. Designers of embedded systems 
who want the performance of a 32-bit 
archi tecture now have a reasonably priced 
alternative, the 80376, to the numerous 
RISC-based embedded processors (includ
ing Intel's recently announced 80960). • 

Intel Corp. 
Santa Clara , Calif 
( 408) 765-8080 

act ive simulator with expression evalua
tion, and software development support 
tools for hardware/software verification 
and integration. It also includes graphical 
and stat istical analysis tools , an easy-to
learn graphical user interface with a pro
gram mable command language for cus
tom izing analyses, and an ISP' -to-VHDL 
translator. For users of the EndoLISP 1 sim
ulator (formerly called N. 2), the ISP' -to
VHDL translator is also available now, 
separately. • 

CAD Language Systems Inc. 
Rockville, Md. 
( 301) 424-9445 

Intermetrix Inc. 
Cambridge, Mass. 
(617) 661-0072 

Silvar-Lisco 
Menlo Park , Calif 
( 415) 324-0700 

Vantage Analysis Systems Inc. 
Fremont, Calif 
( 415) 659-0901 

Vista Technologies Inc. 
Rolling Meadows , Ill. 
( 3 12) 640-4415 

Zycad Corp. 
Cleveland, Ohio 
(800) 545-8765 
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Continued from page 38 
must know its pin-out) . Hard
ware models are appropriate 
for any complex device, not 
just microprocessors. Hard
ware models don't have to run 
at real clock speeds , so they 
can incorporate prototype sili
con, and they can be used in 
the simulation stage, before 
construction of a system 
prototype. 

On the other hand, in-cir
cui t emulation cannot be used 
until a prototype system is con
structed, and bugs in the pro
totype hardware may be diffi
cult to observe. The prototype 
will operate with typical tim
ing , making worst-case analy
sis impossible. 

One major drawback to sys
tem simulation today is that it 
is much slower than prototype 
operation and is not a practical 
tool for verification of large , 
complex programs . It is prac
tical for verification of small 
kernels of embedded code (for 
instance, 10,000 executed 
instructions) . However, thor
ough system simulation can 
guarantee that the prototype 
hardware is perfect, greatly fa
cilitating software debugging. 

• KEY ATTRIBUTES OF 

HARDWARE MODELERS 

To help the potential hard
ware modeling user under
stand the differences between 
existing hardware modelers , 
this section catalogs the key 
attributes of current-genera
tion products . 

• Round trip evaluation time, or 
the time required for one 
evaluation of a hardware 
model , from the initiation of 
the evaluation request by the 
simulator until the simulator 
receives the result. In gener
al, the simulator simply 
waits during the evaluation , 
so this time will affect overall 
simulator performance. 
• Maximum effective device-dock 
frequency , or the maximum 
frequency at which the hard
ware modeler can clock a dy
namic reference element. 
The hardwar e modeler 
should be able to clock the 
reference element at the de-
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vice 's minimum specified op
erating frequency . 
• Maximum simulated cycles for 
public devices , or the maxi
mum number of cycles that a 
public device can be simulat
ed. It is limited by the depth 
of fast pattern memory, the 
pattern compression , and 
folding. 
• Width of pattern memory (in 
pins) , or the number of device 
pins that can be represented 
by a single pattern in fast 
pattern memory. If it is too 
small , pattern folding may 
be needed . 
• Sup port for private-mode mod
els. The length of simulation 
is not constrained by the size 
of fast pattern memory, and 
the evaluation time does nor 
increase with the simulated 
time . 
• Hardware three-state sam
pling. Preferred pin electron
ics distinguish between three 
states of output pins (0, 1, 
and Z), not just 0 and 1. 
• Maximum device capacity, or 
the number of reference ele
ments that can be used 
simultaneously . 
• Maximum mpported device pin 
count. Fast pattern memory 
width , pin electronics width , 
fixturing hardware, and 
completeness of the control 
software all are factors in de
termining the maximum 
supported device pin count. 
The apparent maximum may 
nor be what is actually 
supported . 
• Custom wiring of adapters . 
Some modelers requtre ex
tensive custom w1nng to 
connect a reference element; 
others perform this operation 
in software. 
• Shared use. Some modelers 
can only support a single 
user . 
• Networking. Can rhe model 
er be fully utilized over a 
network ? If so , what addi
tional hardware is required? 
• Live insertion. Can a refer
ence element be changed 
without powering down the 
central unit for a shared 
modeler? 
• Simplicity of software shells. A 
modeler that requires com
plex software shells can be 

difficult to use and may con
tain inaccuracies. 
• Device initialization. The 
method of device initializa
tion affects the difficulty of 
creating models. 
• Model library. The size and 
accuracy of a vendor-supplied 
library of hardware models 
are of concern, especially 
when large, complex soft
ware shells are required. 
• Simulator support . Does the 
modeler support your simu
lator? None of the other at
tributes matter if the hard
ware modeler doesn't. 

• CONCLUSION 

In the 1970s, examining a 
prototype was the only practi
cal method for debugging a 
complex electronic system. In 
those years, an engineer de
signed his system on paper and 
debugged it with an oscillo
scope, a logic analyzer, and an 
in-circuit emulator. 

In the 1980s, electronic sys
tems became much more com
plex, more susceptible ro hu
man design errors , and more 
difficult to obse.rve and change 
after construction. Product life 
cycles decreased . These 
changes were the driving force 
behind the dramatic progress 
we have seen in CAE tools . By 
the end of the decade , over 
100,000 digital logic simula
tors will be in use . 

In the 1990s, it will be just 
as unthinkable to skip full 
simulation of an electronic sys
tem design as it would have 
been to skip debugging the 
prototype 10 years ago . 

Hardware modelers will be 
the in-circuit emulators of the 
1990s . They enable the mod
ern system engineer to debug 
his design with a simulator 
just as the in-circuit emulator 
enabled his predecessor to de
bug his design with a pro

totype . • 
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Figure 5. Texas Instruments' GaAs RISC for DARPA is significant in that it shows that 
its possible to put a 32-bit CPU in gallium arsenide. Developed jointly with Control 
Data, it contains 12,895 gates, which Tl says may make it the largest functional logic 
device ever built in GaAs. 

Continued from page 63 
RISC architecture (described 
below and shown in Figure 4). 
Be aware, however , that the 
new C300 50-MHz version of 
the Clipper has a very large 
CPU chip, which is said to be a 
result of enhancements of the 
floating-point unit. Even in 
1. 5-µm geometry , the C300 
CPU is 537 x 561 mil 2 . 

To make room for the FPU , 
the Clipper and the 88000 
have a reduced number of CPU 
data registers , but they say 
they make up for this by a 
"scoreboarding" mechanism, 
which sets bits to keep track of 
which registers need to be kept 
free to receive data. 

The Clipper's most visible 
use has been in workstations 
built by Intergraph Corp. 
(Huntsville, Ala.) , which 
bought the Clipper operation 
(the Advanced Processor Divi
sion, Palo Alto, Calif.) after 
Fairchild Semiconductor was 
sold to National Semiconduc-

J 00 V L S I S Y S T E M S D E S I G N 

tor Corp. (Santa Clara) . 
To some degree, the Clip

per's <trchitect, Howard Sachs , 
discounts some.of his competi
tors ' better performance on 
standard benchmarks , saying 
that the frequently used 
benchmarks are too small to 
represent actual performance 
in full-blown Unix applica
tions. In those larger real
world applications, Sachs be
lieves, having caches as part of 
the chip set will put ·the Clip
per ahead, especially when sys
tem cost and board space are 
considered . 

• THE 88000: 
IMPRESSIVE BUT 

EXPENSIVE 

CONCURRENCY 

In designing the M88000, 
Motorola Inc. (Austin , Texas) 
has taken Cray's concepts 
(which project technical leader 
Roger Ross freely admits 
served as his inspiration) and 
followed the lead of the Clip-

per RISC in reducing those con
cepts to silicon (which Motor
ola does not admit) . But at the 
same time, because it has come 
out after so many other RISC 
chips, Motorola has pushed 
into higher levels of parallel
ism to give the 88000 a perfor
mance edge . 

The company says its archi
tecture can support 11 " func
tion units '" on the CPU chip 
operating in parallel. At pre
sent, the MC88100 CPU (Fig
ure 4) has five units : the in
struction (fetch) unit ; the 
integer and bit field unit 
(ALU); the data memory (ac
cess) unit ; and the floating
point multiplier and the float
ing-point adder, which are 
grouped together as a single 
"special function unit." Future 
CPUs could incorporate six ad
ditional units, which might , 
according to Motorola , be such 
functions as a graphics float
ing-point unit , an artific ial-in
telligence "garbage collection" 
unit , or an MS-DOS emulation 
unit. 

In addition , the 88000 chip 
set includes sophisticated four
way set-associative caches , in
tegrated with MMUs, that can 
be used on both sides of their 
Harvard external busing. Not 
only are they large 16K-byte 
caches, but the 88000 archi
tecture permits them to be 
used four deep on both sides. 
This parallelism makes the 
88000 potentially very power
ful- but it has its price . The 
CPU is 430 X 4 30 mil 2 and the 
caches are nearly 500 X 500 
mil 2 . Most of Motorola's com
petitors are dourly predicting 
that it will be some time be
fore the 88000 chip set drops 
below the several-thousand
dollar level and ramps up to 
production volumes. Mean
while, though, none of them 
are taking the 88000 lightly . 

• GAAS R&D: A 

GLIMPSE OF THE 

FUTURE 

Current RISC chips are but 
prologues to the next iter
ations that are currently being 
worked on by most suppliers. 
To stay competitive, they are 
pushing past the present per-

formance level of 10 to 30 MIPS 
to 50 to 100 MIPS and beyond . 
CMOS will get them to 50 MHz, 
but to go further they must 
move to ECL, and they may 
have to switch from silicon to 
GaAs to move past 100 MHz. 

A GaAs RISC processor 
jointly developed , for the Pen
tagon's Defense Advanced Re
search Projects Agency 
(DARPA), by Texas Instru
ments Inc. (Dallas) and Con
trol Data Corp. (Minneapolis) 
provides a tangible glimpse of 
what future 200-MIPS GaAs 
RISC chips might be like. The 
chip has a reasonable die size of 
440 X 415 mil 2 and has ex
ecuted instructions at 68 MHz. 
Its 12,895 gates (using bipolar 
HI 2L, heterojunction integrat
ed injection logic) are suffi
cient to give the chip good 
RISC capability (despite its fru
gal appearance) . The data reg
ister file contains just sixteen 
32-bit registers and the ALU is 
a full 32 bits (Figure 5). The 
CPU has a deep, six-stage pipe
line, with the extra stages al
lowing data to be accessed 
while it is still in the pipe
line- thus permitting de
creased memory access time. 
The planned external GaAs 
caches- note the separate 
"Harvard" access to instruc
tions and data- will be essen
tial for bridging the speed gap 
between the CPU and external 
memory . 

This first version of the chip 
is only expected to get up to 
100 MHz, or 100 MIPS maxi
mum. But future versions, 
which will have 1. 5-µm rather 
than the present 2.0-µm de
vice geometries, are expected 
to reach the goal of 200 MHz 
(as well as shrink the chip size 
to 300 X 280 mil 2). 

TI says that to reach 200 MHz 
it will have to achieve gate 
delays of 160 ps so that the 
signals can traverse the 30 
gates of the CPU critical path 
within the 5-ns clock period. 

The next article in the series 
will examine how these various 
RISC processors tackled some of 
the major problems in squeez
ing performance out of a RISC 
architecture without too much 
of a system cost penalty . • 
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Systems Design 
FOR DESIGNERS OF HIGH -PER F ORMANCE SYSTEMS 

MICROELECTRONICS 
COMPUTER ENGINEERS 

The Good Opportunities Nationwide 
Engineering Management, Marketing and Contributor positions are available with 
salaries from $40 - 1 OOK + in the following areas: 

MICROPROCESSOR ARCHITECTURE 
CPU LOGIC DESIGN (CMOS, EGL) 
CMOS CIRCUIT DESIGN 

32 bit Signal Processor 
32 bit Microprocessor 
Micro Support Chips 
Custom High Performance CPU 
Megacell Design 
Library Development 

VERIFICATION AND TESTABILITY 
DEVICE PHYSICS 
MICROPACKAGING AND INTERCONNECT 
PRODUCT ENGINEERING 
GAE/CAD TOOLS DEVELOPMENT 

Logic Synthesis • Silicon Compilation 
Logic and Circuit Simulation 
Fault Simulation 
Hardware Description Languages 

ATPG • Routing and Placement 
GAE/CAD MARKETING/PRODUCT MANAGEMENT 
GAE/CAD APPLICATIONS ENGINEERING 
DEVICE APPLICATIONS ENGINEERING 

Signal Processing • Microprocessor • ASICs 
ASIC DESIGN 

Megacells • Std. Cell • Gate Arrays 
TEST/CHARACTERIZATION 
CMOS • Bipolar • BICMOS 
Sentry • Advantest • LTX • GENRAD • Teradyne 
Tektronix 

Please forward a resume in confidence or call : 

NASHUA, NH 
603-880-6720 

FAX 603-880-7859 

TOLL FREE 
800-228-7028 

TECHNICAL DIRECTIONS, INC. 
Microelectronics Group 

78 Northeastern Blvd . Unit #2, Nashua, NH 03062 

A Client Retained Search Firm 

~~ ------
_..,.- \- /, 

~~./~ 
Staffing Begins 
With Classified 
Advertise.men ts 
in VLSI DESIGN 

CAREER OPPORTUNITIES 

SILICON 
SYSTEMS 

WE HAVE A NICHE FOR 
YOUR SPECIAL TALENTS. 

We're Silicon Systems, a leading 
designer, manufacturer and 
marketer of ASICs. The secret to our 

success is our ability to find market niches in 
need of specialized products and the talented 
people needed to create them. Currently we're 
seeking : 

Senior CMOS Design Engineer 
You will perform a significant role in the 
development and support of SSl's CMOS 
analog and digital arrays. Responsibilities will 
include array design, design-automation sup
port, marketing support, and customer 
support. 

Qualified applicants must have an MSEE 
and a minimum of 3 years experience in 
CMOS LSI design with an emphasis in analog 
automotive and signal-processing applica
tions. Expertise in the use of CAD tools and 
excellent communication and interpersonal 
skills are required . 

Analog & Digital Design-
Automation Engineers 

Two positions, one analog and one digital. 
Your broad and challenging responsibilities 
will include training and support of design 
engineers using SSl's design-aid software; 
and specification and implementation, or pur
chase and integration of new design-aid 
software. 

Qualified applicants must have an 
MSEE, training and experience in software 
engineering, and a high level of expertise in 
the application of CAE design aids. The appli
cant should have experience either in the 
development of CAE design aids or in the use 
of CAE aids in actual design of analog or 
digital ICs. Good oral and written communica
tion skills are very important. 

CAD Software Engineers 
Challenging positions are available in the area 
of IC layout and verification. Responsibilities 
include all aspects of software design, 
documentation , implementation, and support 
for SSl's IDM (Integrated Design Methodology) 
system . 

In exchange for your special talents, 
Silicon Systems offers a competitive salary 
and benefits package and all the advantages 
of our highly innovative environment . To find 
your niche, please send a resume with salary 
history to : SILICON SYSTEMS, INC., Dept . 
VLSI , 14351 Myford Road , Tustin, CA 92680. 
An Equal Opportunity Employer. 
Principals Only. 

silicon Jl ~ftnLr· INNOVATO~~TEGRATION 



The Intel 
Influence 

It's Excitement. It's Challenge. 
It's Opportunity. It's Pride. 

We 're on the move. Lots of growth . Exciting 
projects and breakthrough technologies in 
systems a nd components. In short . there 's 
never been a better time to be at Intel. 

We have the influence and the resources that 
can make a profound impact on your career. If 
you thrive on hands-on responsibility and would 
like a chance to excel , look into the following 
opportunities. 

CAD Group or Workstation 
Managers 

Requires hands-on experience in CAD/CAE 
industry w ith at least 3 years in a management 
capacity. MS in CS or EE required. 

CAD/ Applications Engineers 
Requires 3+ years experience developing or 

supporting CAD tools utilized by Design Engi
neers for ASICs , microprocessors, microc on
trollers . peripherals, memories or other devices. 
In-depth knowledge of simulation , timing 
analysis , modeling, APR . widows or graphics 
experience is highly desirable. MS/BS in CS or EE 
required. 

CAD Software Networking 
Engineers 

Requires l +years of UNIX or TCP-IP networking 
experience. 

Product/Test Engineers 
Requires 3-5 years experience in full custom or 

ASIC product testing with Trillium, Sentry or 
Teradyne equipment . BS/MS in EE required . 

Product Marketing Engineers 
Components & Systems 

Requires a BS/MS in EE w ith an MBA preferred . 
Individuals will be considered for marketing 
positions in the 80486, microcontroller, graphics. 
systems , telecommun ications and ASIC areas. 
Both tactical and strategic positions are avail 
able . 
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Design Engineers 
Microprocessors/ Memories/ EPROMs/ 
Graphics/ ASICs/ Microcontrollers/Systems 

Requires 3+ years experience in logic or 
circuit design . Experience with CAD tools such 
as circuit /logic simulators and layout verifiers for 
designing CMOS desired. Some positions 
require experience in mixed A/Dor microcode 
development/logic design . Assembly lan
guage (286/386) , computer architecture , 
memory management techniques, pipelined 
implementation , microsimulators. 80x86 based 
architecture , functional design , RTL modeling , 
EGA or PC I AT systems design experience 
required along with a MS/BS in CS or EE . 

We welcome your interest in Intel ... please 
send your resume to the location of your 
choice . 

Arizona : Intel Staffing, Dept. M495 , 5000W. 
Chandler Blvd ., Chandler. AZ 85226 

California : Intel Staffing , Dept . M495, 3535 
Garrett Drive , Santa Clara . CA 95050, or call 
Rebecca at 408-7 65-1546 if you do not have a 
resume and would like to be considered for one 
of these sites 

California : Intel Staffing , Dept . M495, 1900 
Prairie City Road. Folsom , CA 95630 

Equal Opportunity Employer M/F/H 
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Some people are never satisfied. 
We need lots of them. 

We're running this ad because we have lots 
of immediate openings at Mentor Graphics. 

The people who do well here are looking 
to break out of the pack. You know the 
type. Rule changers. Rebels. Leaders. People 
with a vision and passion so intense it gets 
everyone else excited. 

In fact, at Mentor Graphics, we work in a 
controlled frenzy. Controlled because there 
is no uncertainty about the company's sta
bility. Frenzy because we have an exciting 
vision of the future of design automation. 

Our vision sees a world-class systems solu
tion to design tools. A vision where applica
tion and integration are equally important. 

If you only feel comfortable when chal
lenged, explore these immediate oppor
tunities in the following areas. 

Product Development 
Engineering Managers 
Software Development Engineers 

Marketing 
Product Marketing Managers 
Technical Marketing Engineers 

Projects exist to work with the following 
technologies: 

•CASE 
• Design Creation 
• Simulation 
• IC Design Tools 
• Electronic Packaging 
• Design Management and 

User Interfaces 

Satisfied? 
We hope not. Because we want you to learn 
more about the many benefits to a career 
with Mentor Graphics. 

One very scenic benefit is our Beaverton, 
Oregon location. Nestled in the green hills 
of the Pacific Northwest, these serene sur
roundings provide a healthy balance to our 
fast-paced technical environment. The area 
also boasts a very low cost-of-living. Which 
is why we can offer you everything from 
a private office to an affordable house -
with a very short commute time between 
the two. 

To apply, please send your resume to 
Professional Staffing, Mentor Graphics 
Corporation, Dept. 3811, 8500 S.W. Creek
side Place, Beaverton, Oregon 97005-7191. 

We are an equal opportunity employer 
committed to affirmative action. 

GMmror ratn 1ICS® 
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A close 
look at 

d!gi~l testers 
will give you a 
new outlook 
fordesi~ 

verification. 
The DAS 9200 from Tektronix is a high 

performance digital test system. But for even higher 
performance, take a close look at the T-100 from 
Outlook Technology. 

Both products have a maximum recording 
clock of 2 GHz. But only the T-100 uses intelligent 
sarr:pling for precise data recording with 100 ps res
olution. That's up to five times the resolution of the 
9200 ... the difference between just seeing what 
happened and finding out why. 

Both instruments find timing problems, but 
only the T-100 can trigger on and track down setup 

OTl-468 

and hold time violations to save countless hours of 
searching for logic problems. 

Both products can be used in automated set
ups to ~est boards and chips at high speed and high 
resolution. But the T-100 can perform up to ten times 
more tests per hour. And it can act as a 250 MHz 
pattern generator (stimulus), 250 MHz logic recorder 
(response), or both. 

The T-100 also comes with a friendly human 
interface, including LogicProbe, a new utility 
program that makes setup and use faster and easier 
than ever before. 

For a new outlook on digital testing, look into 
the T-100 family, with prices starting at just 
$15,000. Contact Outlook Technology, Inc., 200 E. 
Hacienda Ave., Campbell, CA 95008 (408) 374-2990. 
Rented exclusive/y 
by United States 
Instrumental 
Rentals, Inc. 
1-800-824-2873. 

Discover the newest 
measurement techniques in 

our 12-page brochure. 
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HOW m SUCCEED IN 
ASIC PROTOTYPE VERIFICATION. 

FIRST TIME. EVERY TIME. 
! ' 

Even first-time 
ASIC designers 
can put Tek's new 
turnkey prototype 
test system to 
work, with total 
confidence in the 
results. 

There are no 
languages to learn, 
no difficult setups, 
no complex inter
pretations, no incomplete 
answers. 

You simply advance 1 

from one menu to the next. 
Use the same test vecto~s 
you developed during 
design. Debug with highly 
flexible, interactive pattern 
editing and timing charaQ-
terization routines. ; 

Test vector data from 
your logic simulator is. 
translated and checked. 
for tester compatibility ~ 
automatically. 

' i 
I 
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Test up to 
50 MHz for at
speed analysis , 
with balanced 
resolution and 
accuracy for 

unprecedented signal 
measurement quality. The 
test fixture adapts to your 
OUT quickly. 

The system can be 
easily reconfigured to help 
with many other complex 
problems- including 
integrating your ASIC onto 
the circuit board. 

To learn more about 
Tek's DAS9200 Personal 
ASIC Verification System, 
cal I: 1-800-245-2036 
In Oregon, 231-1220 

TektronOO 
COMMITTED TO EXCEUENCE 


