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PREFACE

The theme of the 1962 Fall Joint Computer Conference is Com-
puters in the Space Age. Today there is a two-way street in which
computing equipment has contributed vitally to the success of space age
technology, but the space-age demands have had their major effects on
the design of computers. Of these we can readily discern three out-
standing results: (1) development of more efficient interfacing be-
tween man and machine, (2) radical reduction of the size of systems,
and (3) the maturing of the theory and implementation of cooperative
systems, including multi-point operating complexes.

Naturally these achievements are irrevocably to be reflected in
the stationary equipment that benefits business and science. We al-
ready know that for the purposes of the Space Age, computing equip-
ment is to provide facility for command-decision and for control of a
new order of complexity. But we are just becoming aware of the prod-
ucts of this progress. The social implications of advances in the pre-
cise selection of information via recursive interplay between man and
machine—though barely perceptible at the present time—are rapidly
assuming major influence on the structure of the near future.

Altogether, the interaction of the space age and computer technol-
ogies has brought about a rich growth in new and potent national re-
sources. Indeed, the record of the United States in the field of infor-
mation and data processing systems is pre-eminent in the present
world. It is helping therefore very directly to give us pre-eminence in
space.

J. Wesley Leas
Chairman
1962 Fall Joint Computer Conference



PROCESSING SATELLITE WEATHER DATA -
A STATUS REPORT - PART |

Charles L. Bvistor
U. S. Weather Bureau
Washington, D. C.

SUMMARY

Less than 500 radiosonde observations
are available for the current twice daily
three dimensional weather analysis over the
Northern Hemisphere—a coverage far less
than is required for short term advices and
for input to numerical prediction computa-
tions. Global observations from operational
satellites as a complement to existing data
networks - show promise of filling this need.
TIROS computer programs now being used
for production of perspective geographic lo-
cator grids for cloud photos, and other pro-
grams being used to calibrate, edit, locate
and map infrared radiation sensor measure-
ments, have provided a background of ex-
perience and have indicated the potentialities
of a more automated satellite dataprocessing
system. The tremendous volume of data ex-
pected from the Nimbus weather satellite
indicates the need for automatic data proc-
essing. Each pass around the earth will
produce ninety-nine high resolution cloud
pictures covering about ten percent of the
earth from pole to pole and infrared sensors
will provide lower resolution information but
on a similar global basis. Indications are
that machine processing of the 280-odd million
binary bits of data from each orbit can mate-
rially reduce the human workload in produc-
ing analyzed productsfor real time use. The
mainprogramming packages in support of the
presently developing automatic data process-
ing systems are explained under ingestive,

digestive, and productive headings. Tasks
under these headings are explained for both
the photo and infrared data, The individual
program modules and subroutines are dis-
cussed further in an appendik. Reference is
made to the second part of this report which
expands on the logical design of the digital
and non-digital data handling system com-
plex and extends the discussion into data
rates, command and control concepts and the
executive program which manages the over-
all process.

INTRODUCTION

The need for more meteorological data is
an old refrain which is almost constantly
being revived. Why do we always desire
more data? Among the many very good an-
swers to this question are some which are
pertinent to the subject of meteorological
satellites. A most generalized answer might
be expressed in two parts:

1. because as the scope of human activi-
ties increases, new applications of weather
information arise and new needs for mete-
orological advice are generated and

2. because potential economic gains pro-
vide a tremendous impetus for attempting to
improve the quality and scope of our present
weather services.

Within the category of the first answer
one may cite the expansion of global air
travel over routes that are practically de-
void of weather observations of any kind and
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the similar deployment of air and sea de-
fense forces to remote areas. Even the man
in space program is generating a need for
global weather information. In the thirties
and into World War II a marked expansion of
weather observing networks took place—
mainly through expansion of weather com-
munications to communities where observa-
tions facilities could be installed. Because
of communications and logistics costs, this
type of expansion cannot take place indefi-
nitely to fulfill the ever growing need for de-
tailed observations on a global scale. How-
ever, within the scope of the first answer,
such a global network would be extremely
valuable merely as a means of providing cur-
rent weather informationand very short term
warnings and advisories.

Beyond immediate operational advice is
the need implied by the second answer—the
problem of weather prediction. The Ameri-
can Meteorological Society (1962) has re-
cently restated its estimate of current skills
in weather forecasting.

"...For periods extending to about 72

hours, weather forecasts of moderate

skill and usefulness are possible. Within
this interval, useful predictions of gen-
eral trends and weather changes can be
made. ..."
Few would deny the economic importance
and increased application of more precise
3-day forecasts.

Since the mid-fifties numerical weather
prediction has had a significant influence on
the level of skill in weather forecasting gen-
erally. The method involves a mathematical
description of the atmosphere in three di-
mensions utilizing the hydrodynamic equa-
tions of motion and the laws of thermody-
namics. The partial differential equations of
such a ""model" are arranged in a prognostic
mode such that only time dependent partials
remain on the left side. The finite difference
version of such an equation set is then inte-
grated in short time steps to produce prog-
nostic images of the various data fields which
served to describe the initial state of the
fluid. Phillips (1960) has summarized the
current view which delimits the potential of
numerical weather prediction—to the extent
that lack of observations prevents adequate
description of the atmosphere on a global
basis. Figure 1 indicates the present net-
work of observing stations which provide the
cufrent three dimensional description of the

atmosphere together with a grid overlay in-
dicating intersections at which information
is required concerning the current state of
the fluid in order that the finite difference
equations may be integrated. Obviously a
poorly distributed collection of less than 500
observations cannot adequately establish
values for nearly two thousand grid points.
Areas the size of the United States are indi-
cated without any upper air soundings what-
soever. The situation in the Southern Hemi-
sphere is much worse.

This brief discussion of the meteorologi-
cal data problem points up the need for a
detailed global observational network and
offers the real challenge to meteorological
satellites. Can indirect sensing via satellite
fill the need for global weather data? D. S.
Johnson (1962) has summarized the meteoro-
logical measurements carried out thus far
by satellites and discussed others planned
and suggested for the future.

Indications are that, whereas satellite ob-
servations will likely never supplant other
data networks, they hold great promise in
providing complementary data on a truly
global basis. Limited experience with satel-
lite weather data already obtained is very
encouraging.

The following is a description of current
efforts in processing the ever growing volume
of this data. First, limited computer proc-
essing of TIROS data is discussed. The lat-
ter portion of this report and the second
paper in this two part series describe in
some detail the current status of computer
programming in support of the truly auto-
mated real time data processing systems
under construction for the Nimbus satellite
system.

EXPERIENCES WITH TIROS

Since April, 1960 cloud photos from TIROS
satellites have been made available to the
meteorological communityon an intermittent
operational basis. Details of the satellites'
construction including its slow scan cameras
have been given elsewhere along with an ac-
count of certain difficulties in geographically
locating the cloud photosbecause of meander-
ing in the spin axis (NASA - USWB, 1960). A
cloud photo sample is presented in Figure 2.
Even without a meteorological background,
one would likely concede, on the basis of in-
tuition, that such cloud patterns could provide
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Figure 1. Northern Hemisphere map showing upper air reporting stations and com-

putation grid used in objective weather map analysis and numerical prediction.

The

Weather Bureau's National Meteorological Center uses a somewhat denser grid of

more than 2300 points,

specification of quantities at the grid points.

valuable observational evidence concerning
the state of the atmosphere. A considerable
research effort is now going on in an effort
to extract quantitative information from such
images (NASA - USWB, 1961). For the pres-
ent, computer processing has been confined
largely to the production of geographic loca-
tor grids as an aid to further interpretation
of the cloud patterns. The locator grid super-
imposed on the picture in Figure 2 and the
sample grids shown in Figure 3 are produced
at a rate of 10 seconds per grid on the IBM
7090 (Frankel & Bristor, 1962). Line drawn
output is produced on an Electronic Associ-
ates Data Plotter or, alternately, by General
Dynamics High Speed Microfilm Recorder.

Less than 500 of these reports are routinely available for

Input for each grid includes latitude and lon-
gitude of the sub-satellite point, altitude of
the satellite as well as azimuth and nadir
and spin angles which describe the attitude
and radial position of the camera with re-
spect to the earth. An auxiliary program is
required for the production of image to object
ray distortion tables. These tables correct
for symmetric and asymmetric distortions
due to the lens and the electronics of the
system and are produced from pre-launch
calibration target photos taken through the
entire camera system. An additional feature
of the gridding program is the large diction-
ary of coastline locations from which trans-
formations to the perspective of the image
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Figure 2. Sample cloud picture with per-
spective geographic locator grid. This photo,;
taken by TIROS III, shows hurricane Anna'
near 12°N, 64°W (lower left) on July 20, 1961
together with large streamers projecting to-
ward another vortex patterntothe east (right).

are made as an aid in mating the cloud image
and grid. Some 10,000 such grids have been
produced thus far for selected cloud photos
taken by TIROS I and TIROSIII and are avail-
able in an archive, along with the pictures,
for research applications. A somewhat less
detailed but similar gridding procedure is
being utilized on a smaller Bendix G-15
computer at the TIROS readout sites for the
current real time hand processing of the
picture data (Dean, 1961). A typical example
of such anephanalysis (cloud chart) composed
from a group of photos is shown in Figure 4.
Features from the several images are re-
plotted in outline form or reduced to symbolic
form on a standard map base for facsimile
transmission to the weather analysts and
forecasters.

Starting with TIROS II in November, 1960,
infrared sensors have furnished experimental
radiation measurements in five selected
wavelength intervals (NASA - USWB, 1961
and Bandeen, 1962). Although these data
have not been available in real time, an ex-
tensive 7090 program has been produced for
their reduction to a usable form. The IR in-
formation has been utilized in a quantitative
manner in several research studies. Fritz

and Winston (1962) have demonstrated its
usefulness in cloud top determinations and
Winston and Rao (1962) have used it in con-
nection with energy transformation investi-
gations on the planetary scale.

The data reduction program accepts raw
digitized sensor values read out from the
satellite, rejects space viewed samples, con-
verts the earth viewed responses to proper
physical quantities through acalibration pro-
cedure and finally combines the data with
orbit and attitude information to create a
final meteorological radiation tape (FMRT).
Data from one orbit is thus reduced to an
archivable file on magnetic tape by the 7090
in less than twenty minutes. This tape be-
comes the data source for other programs
which have been produced for the purpose of
mapping selected samples of such data on
standard maps for use with other meteoro-
logical charts. A sample is shown in Fig-
ure 5.

The above discussion indicates the nature
of the data obtained thus far by meteorologi-
cal satellites and the kinds of computer sup-
port provided. Experience gained in pro-
gramming the earth location of sensor
measurements obtained from satellites, the
conversion to standard maps, the calibration
and logical sorting of raw data and the ex-
perience gained with distortion and attitude
programs have all provided background for
programs now being produced for direct ap-
plication in an automatic system. Meanwhile
research with TIROS data is suggesting new
uses which are likely to lead to a require-
ment for more kinds of products and inter-
pretations. Experience from past efforts is
thereby supporting present efforts in devel-
oping an automated, real time system for the
processing of global data coverage which
will be coming from the Nimbus satellite
series.

THE NIMBUS DATA PROCESSING TASK

The Nimbus satellite represents a signifi-
cant advancement over TIROS as an opera-
tional satellite. The spacecraft system
(Stampfl and Press, 1962) provides more
camera coverage of higher resolution, and
earth stabilization assures maximum photo
coverage. One downward and two oblique
looking cameras will view a broad strip of
the earth athwart the vehicle's path as shown
in Figure 6. The three views overlap slightly.
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A zero is plotted along the meridian
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frame number for the matching photo (t

mode (taped or direct), and camera (single digits, from left).

cated beyond the truncated grid pattern

The extremely foreshortened region near the
horizon is not viewed. Thirty-three such
photo clusters will be obtained from each
pass around the earth. Considerable overlap
in the wings is obtained from cluster to clus-
ter as shown in Figure 7. The near polar
orbit will assure global coverage daily.
Overlap from orbit to orbitis minimal at the
equatorbut is verygreat near thepoles (Fig~-
ure 8). During the polar summer one would
expect to see a view such as is covered in

op line, from left) as well as readout station,
Horizon arc is indi-
at the top where appropriate.

Figure 9 on every orbit. The slight inclina-
tion of the orbit in a retro sense (injection
into orbit with a westerly direction compo-
nent) will provide controlled illumination for
the pictures in that local sun time will re-
main unchanged from orbit to orbit. Each
slow scan TV camera (1" diameter Vidicon
tube) contains 833 lines of picture informa-
tion giving a maximum image resolution of
about 1/2 mile when looking directly down-
ward from a nominal orbit of 500 nautical
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miles. Such apicture will thus containnearly
700,000 picture elements. If each of these
scan spots is converted ona 16 segment gray
scale into a 4 bit binary number, then the 99
pictures obtained from each 108 minute orbit
will produce almost 275 million bits.
Scanning radiometers will provide IR in-
formation as does TIROS but again will ob-
tain optimum scans from horizon to horizon
athwart the vehicles's track. One narrow
angle high resolution sensor (HRIR) will re-
spond in a water vapor "window' portion of
the infrared spectrum and will effectively
provide cloud top temperatures or, in cloud-
less areas, surface temperatures. A mosaic

of such scans on the dark portion of each
pass will provide a night time cloud cover
picture from pole to pole.

The first such HRIR sensor with a .5 de-
gree viewing cone will provide maximum
resolution of about 5 nautical miles. Since
the earth will be viewed about one third of
each scan revolution, 240 non-overlapping
measurements can be obtained from each
scan. Approximately 2800 non-overlapping
scan swaths will be required to cover the
dark half of the orbit. Since these sensors
have a wider usable response range, each
scan spot will occupy a 7 bit binary number.
The HRIR response from each orbit will

Figure 4. Nephanalyses (cloud charts) prepared by TIROS readout station meteorologists.
Features of the cloud patterns from two successive orbits are extracted in outline form and
placed on a standard polar stereographic map base for facsimile transmission to weather
analysts. and forecasters. Vortex centers are located along with other distinctive features.



Proceedings—Fall Joint Computer Conference, 1962 / 7

4081 4081 <GAL 4041 2381 4ae1 081 4081

I
€ vont s vous s SR ou
il

1083 w00 wu@nn vonz g
003 vasz s0030e0 v0s1 sour sous soat

4041 0L 4OAL 4OAL sakL 2061 4341 4B4Y P01 o

1 4041 40AL 4041 4041 4OAL 4DRI 0L 0L 208

N1 S0, 4001 S06L HONL $044, OML S0RL 4BAL 90T, sa61 H5RE YONE SPH] 1

grio R R o iy A

Figure 5. TIROS II infrared analysis. Part of the 8-12 micron water vapor '"window!' data
read out on orbit 578 has been summarized in grid squares on a polar stereographic map base.
Radiation coming essentially from cloud tops or from the surface is expressed in watts per

square meter.

therefore contain more than 4.7 million
bits.

Another 5 channel medium resolution in-
frared scanner (MRIR) will provide additional
information throughout each orbit. The five
degree view of the MRIR sensors will pro-
vide about 42 separate earth measurements
per scan revolution from each channel. Ap-
proximately 700 non-overlapping scans are
required for a full orbit so that (again using
7 bits per measurement) the MRIR response
from each orbit will contain more than 1
million bits.

The volume of information expected from
each pass is indeed impressive especially
when one realizes that this information is to
come night and day on a continuous basis for
immediate real time utilization. A marked
increase in the present number of TIROS

data analysts and helpers is indicated for
Nimbus data processing if present semi-
hand procedures continue. With plans for
higher resolution sensors of increasing vari-
ety, automatic processing of satellite weather
data is becoming a necessity.

STATUS REPORT ON NIMBUS DATA
PROCESSING PROGRAM

The automatic data processing system
under construction will be located at the
Weather Bureau's National Weather Satellite
Center (NWSC), Washington, D. C. and will
receive its input data from the command and
data acquisition (CDA) facilities at Fair-
banks, Alaska through multiple broad band
microwave communication facilities. The
system at NWSC contains a complex of



8 / Processing Satellite Weather Data - A Status Report - Part I

components in addition to the digital com-
puters. A detailed explanation of the system
is beyond the scope of this report although a
brief description from the computer oriented
viewpoint is given in the second part. Let it
suffice at this point to say that the system is
evolutionary in design in that computations
will continue in support of semi-hand proc-
essing procedures. For this purpose the
system's IBM 7094 with attached 1401 will
be utilized to produce a picture gridding
tape. Information in the form of override
signals at specified Vidicon scan line and
scan spot numbers, when melded with the
analogue picture signals, will produce a
kinescope recording of the original cloud
photo with a super-imposed dotted line loca-
tor grid such as Figure 10. A small CDC
160A computer, interruptable by Vidicon
synch pulses, will synchronously meld the
digital information from the gridding tape
onto spare tracks of an analogue picture
tape. -Other non-digital devices will then
combine the synchronized information on

this tape as it is fed into the kinescope
recorder.

The 7094 program is being produced es-
sentially as an extension of present TIROS
programs. A simulated output of this pro-
gram has provided check out facility for the
160A program which now awaits the unique
non-digital hardware complex for final check-
out. A complexity of supporting programs
are involved in this effort as indicated in the
appendix which briefly describes each pro-
gram module. This effort will permit a
TIROS type semi-hand processing of the
photo data but with hand melding of grid and
picture now automated.

The far greater task of the system in-
volves duplication of the semi-hand process-
ing by automatic means. In the beginning
these efforts must be experimental in that
application of the data is still exploratory.
Methods of presentation, quantities to be ex-
tracted from the basic data, the scale of
atmospheric phenomena to be described
(resolution) are all in exploratory stages. -A

Figure 6. Perspective grids and mapped coverage of Nimbus camera cluster as seen from a
500 nautical mile orbit. The central camera looks directly downward at the sub-satellite
point, Side cameras are tilted 35 degrees to either side of the track,
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major effort is underway to create a hier-
archy of data processing programs to acti-
vate the system and produce a variety of
outputs in a flexible manner. These may be
grouped as ingestive, digestive, and produc-
tive.

The ingestive programs are more than
simple input routines in that some pre-
processing of the data is accomplished. In
the case of picture data, the entire volume
mentioned previously is to be fed into stor-
age in the computer. Some sorting is re-
quired before storage so that separate disk

files are created containing data from each

of the three cameras., As time permits,
other pre-processing activities will also be
accomplished. Light intensity signals over
the face of each photo require normalization
for angle of view before quantitative com-
parisons are valid. Also, for the same rea-
son, solar aspect vdriation from equator to
pole must be removed.

In the case of the incoming MRIR and
HRIR data, the ingestive process is partly
one of data editing. By recognition of pulses
which provide knowledge of scanner shaft
angle, almost two thirds of the incoming data
which is non-earth viewing canbe eliminated.
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Other raw housekeeping input information
such as attitude error signals and sensor
environment temperatures must be unpacked
and translated through calibration in the in-
gestive process before they can be used in
processing the meteorological data.

Final checkout of these programs must
await activation of the complete hardware
complex since only limited simulation is
possible.

The digestive process takes the pertinent
incoming data and converts it to a meteoro-
logically usable form. A major task is the

melding of this data withthe orbitand attitude
information to geographicallylocate the sen-
sor information elements. In the case of the
photos, part of this work is accomplished as
an adjunct to the earlier mentioned program
which produces the picture gridding tape. An
open lattice of points selected by scan row
and spot number are geographically located
within each image. From these location
""bench marks' the digestive program trans-
forms the foreshortened, perspective photo
image into a rectified equivalent on a stand-
ard map base. Figure 11 is an experimental

Figure 8. Geographic coverage envelopes to come from Nimbus showing
overlap from orbit to orbit.
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Figure 9. Sample perspective grid showing
the polar region to be viewed by Nimbus,

example. The rectified image appears on a
mercator map projection—in one view as a
replotting of the original picture elements
only. It demonstrates the futility of extend-
ing this process into extremelyforeshortened
image areas where arealistic rectified image
would consist largely of interpolated filler.

After this step the rectified images are
fitted together into a mosaic strip which is
then available as a product source.

‘The digestive infrared data program is
being patterned after that mentioned earlier
which has been produced for the processing
of TIROS radiation data. The calibrated and
earth located data will similarly provide a
product source through the archivable final
meteorological radiation tape.

Programs for production of usable output
material present the most problems. Full
resolution photo mosaics rectified to polar
stereographic or mercator maps are ex-
pected to find application over limited re-
gions in connection with hurricane detection
and tracking, for example. For other broad-
scale analysis problems, products having
reduced resolution may be adequate. This
implies searching these images by machine,
editing and summarizing them as to percent
cloud cover, brightness and pattern. Some
interesting patterns are revealed in the
TIROS photos of Figure 12, Although, as
mentioned earlier, quantitative interpreta-
tions are only gradually emerging, the rings,
spirals and streets seen in these photos will
likely be subjects for identification through
pattern recognition techniques. Cloud heights,
provided indirectly from the IR data through

Figure 10. Cloud photo with melded grid (simulated): Original Hugo rocket photo (left)
looking toward Bermuda from Wallops Island, Virginia at 85 miles altitude and 100 scan
line digitization of the original picture (right) played back through a digital CRT (SC-4020)
with 15 unit gray scale produced by programmed time modulation, Certain picture ele-
ments have been replaced by grid signals before playback to produce latitude/longitude

lines.
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Figure 11. Rectified cloud photo: Digitized
picture elements from figure 10 replotted on
a Mercator map base without filler (below)
and with filler (above) to produce a rectified
pictorial image.

cloud top temperatures, present an added
output. The MRIR package will yield other
derived products such as maps of the net
radiation flux. There is thus a family of de-
rived products available from the digested
material. A variety of output equipments in-
cluding prototype cathode ray tube photo re-
cording devices which are driven by digital
tapes and somewhat similar photo quality
facsimile machines, require additional con-
ditioning of the output products to suit the
formats specified.

The variety of production type programs
are indicated in the appendix. It is likely
that all such production varieties cannot be
produced in real time from the data received
on all passes of the satellite. The intent is
that these products will be available for ex-
perimental utilization and that variations and
modifications of those which prove to be
most useful will assume an operational role.

CONCLUSION

This has been a brief attempt to present
a background to the non-meteorologist ex-
plaining the need for more weather data, and

the present and likely future role of weather
satellites. The need for computers and auto-
matic data processing is explained in terms
of the kinds of data involved. Computer sup-
port of semi-hand methods is discussed
along with current efforts toward a truly
automated effort for Nimbus satellite data.
As the variety of sensors and the volume of
such data increases, a maximum degree of
automatic processing and utilization of the
data is indicated.

The scope has been limited to the data
processing job as seen from the computer
programmers viewpoint. Other groups within
the Goddard Space Flight Center of NASA,
the Weather Bureau's NWSC and their con-
tractors have vital roles in the design, launch,
command and readout of the satellite and the
supplying of other importantdata in the form
of sensor calibration and orbital information
from tracking station data before the sensor
data canbe rendered meteorologically useful.

Only scant mention has been made of the
entire data processing system. The second
paper in this series will give additional de-
tails of the digital and non-digital data proc-
essing machine complex—again from the
standpoint of the computer programmer.
The role of the computer as manager of the
process will be amplified in terms of com-
mand and control.

APPENDIX

The main program modules are listed
below together with some details concerning
each subroutine portion. The main section
of each program module is indicated by an
asterisk. Status of various portions is indi-
cated as of September, 1962.

Executive Program

Details of the Executive Program are
provided as part of the text of Part 2 of this
paper.

Time - Attitude - Calibration Ingestion Pro-
gram

*Time/Attitude Sort: Engineering house-
keeping data on "A'" channel including pitch,
roll and yaw attitude signals and certain
vehicle temperatures used in IR sensor cali-
bration are transmitted as pulse code modu-
lation (PCMA). Shutter times from the




Proceedings—Fall Joint Computer Conference, 1962 / 13

Figure 12. Sample TIROS cloud patterns. Convective clouds over Lower California
(upper left) August 21, 1961. Classic hurricane symbol from cloud pattern of Hur-
ricane Betsy (upper right) near 36°N, 59°W on September 8, 1961. Field of cellular
clouds (lower left) near 25°S, 10°E on July 31, 1961. Cirrus cloud streamers off
the Andes (lower right) passing eastward off the Argentine coast, August 3, 1961.

Advanced Vidocon Camera System (AVCST)
are sent in similar format on another channel.
This program will accept such information
and sort it from an intermixed input format.

PCMA Unpack and Monitor: Unpacks the
separate 7-bit raw count measurements and
translates selected quantities into meaningful
temperatures or angles. Items to be used
are examined for quality and format with
optional outputs for visual inspection.

PCMA Output: Organizes attitude, cali-
bration temperature, and picture time infor-
mation into tables and issues the information
in a form suitable for use by the main data
processing programs. ‘

Time/Attitude Editor: Optionally accom-
plishes some of the above duties as required
in the event that this information is made
available in semi-processedform as a direct
digital message.

This section is in an active design status
awaiting final format of PCMA data and de-
cision on items to be transmitted from Fair-
banks, Alaska. §

Picture Grid Tape and Rectification Program

Orbit: Based upon a specified time re-
quest, this subroutine supplies satellite alti-
tude and latitude/longitude of the subsatellite
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point. The information is generated as a
prediction based upon periodically updated
fundamental orbital elements which are sup-

plied by the main NASA orbital determina-

tion through minitrack data.

Picture Attitude: Converts pitch, roll and
yaw error signals into nadir and azimuth
angles of each camera's principle line and
also provides a radial displacement correc-
tion to the orientation of each raster.

Distortion: On the basis of prelaunch tar-
get photos, produces radial and tangential
distortion corrections for a pre-selected
family of image raster points so that, through
interpolation, any image X, Y point can be
expressed in terms of two component angles
in object space.

Geography: Provides a large catalog of
latitude/longitude points along all major
coastlines of the world. The subroutine pro-
vides ordered groups of such points in short
segments for quick selection. Such coast-
lines are optionally included with latitude/
longitude lines in grids melded to the photos.

*Grid Meld and Rectification Locator:
This is the main program segment. It in-
cludes the basic calculations which produce
latitude and longitude from an X, Y image
point. The subroutines above serve as input
support. The primary output is approxi-
mately 1000 latitude/longitude locations from
a pre-selected open lattice of image loca-
tions. These locations are available in table
form for later interpolative rectification of
the entire picture raster.

Grid Meld Output: For every sixth scan
line of each picture raster, the locations of
latitude/longitude line crossings are calcu-
lated. This information from one simulta-
neous three picture cluster is logically
combined into a set of binary tape records
containing a series of three-bit code groups
and nine-bit count groups which tell where
over-ride signals are to replace the picture
signal and produce a dotted line grid.

One such orbit routine has been produced
for TIROS. Revisionawaits coordination with
NASA orbital computation group as to mathe-
matical model to be used for Nimbus. Geo-
graphic coastline tables from TIROS have been
expanded to global coverage and are available
for Nimbus. Other portions are active.

Line Drawn Grid Program

*Grid Line Locator: A program similar
to the above but intended primarily for

emergency use. It computes X, Y image
points from pre-selected latitude/longitude
intersections.

Line Output: Generates a special format
tape for a model 3410 Electronic Associates
Data Plotter.

Cathode Ray Tube Grid Program

*CRT Grid Locator: Essentially a dupli-
cate of the Grid Line Locator above.

CRT Output: Generates a special format
tape to guide the cathode ray tube beam to
produce grids recorded on microfilm from
devices such as the Stromberg Carlson Model
4020 Microfilm Recorder.

Both the line drawn and CRT grid pro-
grams have been completed as generalized
versions of TIROS packages and are being
used experimentally.

Digital Picture Ingestion

*Picture Sort: Digitized pictures arriv-
ing from the analogue to digital converter
through the external format control unit will
enter the computer in packed words. Each
36-bit word will contain 4-bitintensity meas-
urements from nine consecutive scan spots
all from the same picture. A cyclic commu-
tation intermixes such words from the three
cameras. This program sorts the informa-
tion for output into separate files each con-
taining information from only one camera.
The following subroutines support this task
and carry on added preprocessing functions.

Picture External Communicator: Picture
data is being recorded at 7-1/2 inches per
secondinto a bintape recorder and the digital
conversion process consults this tape inter-
mittently at 30 inches per second. The ex-
ternal communicator is really an extension
of the executive routine which sends out com-
mands to stop and start the read capstan on
the bin tape recorder.

Picture Monitor: Provides superficial
checks to see that a signal is present, that
raster line synch marks are clear, etc.

Unrectified Print: Produced by IBM 1401
printer will produce a visual check of the
raster and its relationship to the fiducial
marks, a single character corresponding to
each scan spot.

Solar Ephemeris: With time of photo,
provides the latitude/longitude of the sub-
solar point from which usable sun angles may
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be generated for later interpretation of bright-
ness, reflection properties and other attri-
butes of the image.

Sun Glint: Used in conjunction with the
Solar Ephemeris routine will earmark that
part of any image where the response is pri-
marily caused by sun glint.

Output to Storage: Will consist of routine
output commands to the two disk channels
but output of information is important inso-
far as efficient positioning of the write arm
is concerned since a maximum net transfer
rate is required.

Most parts of this module are active. The
Solar Ephemeris has been completed as a
more efficient version of a similar TIROS
package. Input format and means of detect-
ing ends of scan lines are being worked out
in conjunction with final design specifica-
tions of the Format Control Unit.

Picture Digestion and Production

*Picture Rectification: Utilizes the output
of the rectification locator program. Sepa-
rate picture scan spots are repositioned in
sub-blocks of storage according to grid
squares on a standard map base. The follow-
ing supporting packages are utilized.

Picture Selector: Provides input/output
selection capability. A picture will be speci-
fied by exposure time and as left, right or
center camera. A specification of core buffer
location and picture segment will result in
movement of the required item to or from
disk storage.

Brightness Normalizer: Adjuststheimage
response for variations due to the scan elec-
tronics and also adjusts for pole to equator
illumination differences.

Background: Provides an updated back-
ground response from which current re-
sponses will be treated as anomalies. In this
way partial discriminationbetween cloud and
background will be possible.

Interpolate: Provides an efficient quad-
ratic interpolation within a two dimensional
array. This package will be used extensively
in connection with transformations from x, y
image locations to i, j map grids.

Indexing: A flexible subroutine which per-
mits identification of storage location as a
function of i, j location in square mesh grid
which is to be superimposed on a map pro-
jection, '

Mosaicker: A routine which will combine
rectified, summarized data in an overlap
region based on priority selection rules.

Cloud Cover: Some 400 picture elements
falling in a ten nautical mile grid square will
be ranked as background, cloud or doubtful,
Percentage cloud cover and average cloud
cover brightness will be expressed as edited
output.

Disjunction: Further interpretation of the
data used for cloud cover analysis will ex-
press the areal variability of cloud cover
thus distinguishing between scattered or
broken cloud arrays in large contiguous
masses as compared to other cases similar
in net cloud cover but distributed in a more
specular array.

Orientation: By comparing profiles of
response within a ten mile square using
samples taken from different radial orienta-
tions, certain streakiness and other features
of the pattern can be deduced.

Stereo Map: Computer i, j coordinates
on a specified square mesh grid on a polar
stereographic map base for a given latitude/
longitude point on earth. -

Mercator Map: Similar toabove but using
a Mercator map base.

Grid Print Qutput: Prints out on stand-
ard IBM printer the various summariza-
tions discussed above by using a character
for each 10 mile mesh interval (square type
and ten line per inch carriage control are
desirable). By coding character selection,
both quantitative and pictorial output can be
obtained.

Line Drawn Output: Contoured fields are
produced from magnetic tape on an Electronic
Associates Data Plotter, Model 3410. Cloud
height analyses will likely be produced by
this device.

CRT Output: Similar to grid print output
but utilizing a device such as the SC 4020
microfilm recorder.

Fax Output: Similar to the above but uti-
lizing digital tape directly to drive a facsimile
scan device.

Most program segments are active. The
interpolation routine is in operation. The
background package will be self generating
after Nimbus launch in that clear air earth
views will be accumulated as background in-
formation. Stereo and Mercator mappers
have been produced. An experimental un-
rectified print package has also been pro-
duced.
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MRIR Ingestion and Digestion
Programs

Scan Rate: The scan shaft angle corre-
sponding to a specific sensor sample can be
deduced from a shaft angle reference pulse
but is also dependent on knowledge of scan
shaft spin rate and sampling frequency. This
subroutine will be available on an optional
basis to compute the spin rate by counting
shaft reference pulses over a given number
of cloud pulses.

*MRIR Ingestion: Manages input, partial
processing and places raw product in inter-
mediate storage.

Scanner Attitude: Similar to picture atti-
tude routine but supplies a series of nadir
and azimuth angles along a scan swath.

Space Cropper: From height supplied
by orbit routine and roll correction, pro-
vides identification of IR samples with re-
spect to scan shaft reference pulse thus
permitting rejection of all but earth viewing
sample.

Earth Locator: An adaptation of the pic-
ture locator package which furnishes latitude/
longitude information from input provided by
orbit and attitude routines.

Solar Sector: By using the solar ephem-
eris and location of viewed spot, provides
solar angles for interpretation of data.

MRIR Data/Format Monitor: Inspects the
raw data todetect formaterrors and to judge
the general quality of the data (noise). Fail-
ure to pass acceptance tests causes visual
output for further inspection.

*MRIR Format and Output: Creates the
archivable intermediate source tape from
which various output products are derived.
This main portion utilizes the routines below
and some of those above which cannot be
utilized for want of time during the ingestive
phase.

Calibration: A step-wise two dimensional
array interpolation which produces effective
black body temperatures from raw sensor
counts as a function of environmental tem-
peratures adjacent to the sensors and in the
electronic data transmission equipment.

Documentation: Places appropriate iden-
tification on the archivable product including
orbit number, date, time, etc.

Parts of this package that are also used
with HRIR are active. Earth Locator and
Calibration will be minor revisions of TIROS
routines.

MRIR Production Programs

*MRIR Mapper: Consults the final Mete-
orological Radiation tape produced by the
digestive programs and generates fields of
derived quantities as indicated below. Also
supervises the various output packages.

Cloud Height Analyzer: With the aid of a
temperature height analysis based upon exist-
ing observations and climatology, provides a
map of height information based on water
vapor window measurements. This informa-
tion is now available in consort with cloud
photo information for further interpretation.

Limb Darkening: Provides corrections to
sensor response as a function of viewing
angle (path length).

Net Flux: Creates a map indicating the
net radiative flux (incoming short wave vs.
outgoing long wave) through a functional com-
bination of sensor responses.

Albedo: Produces a map of reflectivity
of the cloud patterns.

MRIR Print Output: These output pro-
grams are minor revisions of those men-
tioned for cloud photos.

MRIR Line Drawn Output:

MRIR Fax Output:

MRIR CRT Output:

This portion is generally not active pend-
ing decisions on availability of portions of
data in real time.

HRIR Ingestion and Digestion Programs

*HRIR Ingestion and Format: A CDC
160A computer program which accepts packed
raw count information, unpacks and edits the
data with the help of the two routines below.

HRIR Space Cropper: A preliminary sep-
aration of earth and space viewing response
is accomplished without specific height or
attitude input in order to eliminate unwanted
response without using a highly complex pro-
gram on a small computer.

HRIR Format Monitor: Detects unsatis-
factory quality of input data and optionally
generates output for visual inspection (see
similar MRIR routine).

*HRIR Digestion: Provides intermediate
calibrated and geographically located data as
indicated above for MRIR. Many of the sub-
routines cited above for MRIR are also ap-
plied directly to HRIR.

HRIR Calibration: A simplified version
of the similar MRIR routine.
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HRIR Format and Output: Generates the
archivable product source tape. Single chan-
nel sensor output is arranged in a format
somewhat different from that used for the
multi-channel MRIR.

This module is active. The ingestive
portions using the 160A is being carried out
by contract with National Computer Analysts
(NCA), Princeton, N. J. An internal segment
of the HRIR Digestion package which pre-
cisely defines the earth viewed data sample
is in check out,

HRIR Production Programs

These programs borrow heavily from the
MRIR cloud height analysis and the photo
cloud cover routines described above. Out-
put routines will also be minor variations of
those discussed.

Some output routines await word format
specifications and instruction sets for proto-
type output hardware. Special character
chains for computer printer output are being
considered.

Picture Grid Melding Program

*CDC 169A Grid Meld: Provides synchro-
nous recording of digital grid signals pro-
duced by IBM 7094 and the analog picture
raster.

Time Check: Insures correspondence be-
tween gridding signals and pictures by input
of PCM time groups direct from the analog
picture tape and the comparable time infor-
mation which accompanies the gridding
signals.

Panel Documentation: Provides docu-
mentation information from the 7094 pro-
duced tape in proper format for output to the
multitrack analgue picture tape such that a
documentation panel is activated as the
gridded picture is produced for film record-
ing.

This segment is completed and awaiting
non-digital equipment for final checkout.
Details of Panel Documentation await final
design specification of panel display device.

Simulation Support Programs

Certain non-operational programs are
useful as feasibility and timing experiments
while others produce interface input or out-
put product. samples which serve to check

out segments of operational programs. Some
of these have been produced:

AVCS Photo Rectification Study

HRIR FMRT Output Simulation

MRIR Raw Data Simulation

Executive Routine Test

Various phases of the photo rectification
study have been completed including gray
scale experiments on a digital CRT, filler
experiments and obtaining timing figures.

Other Simulation Programs Test Hardware:

Passive Switching Exerciser (7094)

Active Switching Exerciser (7094)

Control Logic Communicator (for 7094
and 160A)

Format Control Test (for 7094 and 160A)

Analog to Digital Test (7094)

AVCS Picture Tape Test (160A)

These routines are awaiting final design
specifications and specific control formats.

REFERENCES

American Meteorological Society, 1962:
Statement on Weather Forecasting. Bul-
letin A.M.S., Vol. 43, N. 6, June 1962,251.

Bandeen, W. R., 1962: TIROS II Radiation
Data User's Manual Supplement. A & M
Div., GSFC, NASA, May 15, 1962.

Dean, C., 1961: Grid Program for TIROS II
Pictures. Allied Research Associates,
Inc. Contract No. Cwb 10023, Final Re-
port, March 1961.

Frankel, M. and C. L. Bristor, 1962: Per-
spective Locator Grids for TIROS Pic-
tures. Meteorological Satellite Laboratory
ReportNo. 11, U. S. Weather Bureau, 1962.

Fritz, S. and J. S. Winston, 1962: Synoptic
Use of Radiation Measurements from
TIROS II. Monthly Weather Review, 90 (1),
January 1962,

Johnson, D, S., 1962: Meteorological Meas-
urements from Satellites. Bulletin A.M.S.,
Vol. 43, N, 9, September 1962.

National Aeronautics and Space Administra-
tionand U. S. Weather Bureau, 1962: Final
Report on the TIROS I Meteorological Sat-
ellite System. NASA Tech. Report No.
R-131.

National Aeronautics and Space Administra-
tion and U. S. Weather Bureau, 1961; a:
Abstracts and figures of Lectures and
Reprints of Reference Papers. The Inter-
national Meteorological Satellite Work-
shop. Washington, D. C.,Nov, 13-22,1961.




18 / Processing Satellite Weather Data - A Status Report - Part I

National Aeronautics and Space Administra- Stampfl, R. A. and H. Press, 1962: The
tion and U. S. Weather Bureau, 1961; b: Nimbus Spacecraft System, to be pub-
TIROS @I Radiation Data User's Manual, lished in Aerospace Engineering, 21 (7).
August 1961. Winston, J. S. and P. K. Rao, 1962: Pre-

Phillips, N. A., 1960: Numerical Weather liminary Study of Planetary Scale Out-
Prediction. Advances in Computers, Vol. going Long Wave Radiation as Derived
I editedby Franz L. Alt, Academic Press, from TIROS II Measurements. Monthly

1960, 43-51. Weather Review, 90, August 1962.




PROCESSING SATELLITE WEATHER DATA -
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SUMMARY

Experience gained from earlier meteoro-
logical satellites provides a firm background
for the basic design of the data processing
center. Nevertheless, the almost limitless
nature of the sampled data and some uncer-
tainty as to the optimum forms of the final
products dictate the need for providing the
basic system with extreme flexibility and
good growth potential. To achieve the de-
sired versatility, the operation of the various
portions of the system are being designed so
that their functions are almost entirely pro-
grammable to facilitate rapid conversions to
handle new types of data and cope with chang-
ing situations.

Maximum utilization of a computer's log-
ical capabilities are stressedto avoid redun-
dant construction of analog hardware and/or
special ""black boxes."” An executive monitor
program is designed to provide the neces-
sary link between computer and external
hardware. Emphasis is placed on the cen-
tralization of control and the modular design
of the main programing packages.

INTRODUCTION

In Part I of this report reference has
been made to the site of the data-processing
center with only passing comment on the
communication network and the system being
designed to manage, edit, process and output
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the enormous volume of data. The data
processing plan for the operational meteoro-
logical satellite, Nimbus, is the result of a
continuing research and development pro-
gram begun after World War II with German
and American rockets and more recently in-
cludes the highly successful TIROS satel-
lites. It is beyond the scope of this report to
provide a detailed description of the TIROS
satellites; however, Table 1 provides a ready
comparisonbetween some of the more salient
features of the two systems and furnishes a
foundation for the ensuing more detailed de-
scription of the Nimbus data-processing
system.

Limited computer prqcessing of TIROS
data was discussed in Part I, and details of
the difficulty of "'real-time" computer proc-
essing of the information have been given
elsewhere, along with an engineering descrip-
tion of the first TIROS satellite and a mete-
orological analysis of some of the data [4].
Equally as important a consideration in not
preparing elaborate data-processing codes
to handle the TIROS data was the limitation
in speed and storage capacity of existent
digital computers when the TIROS design
was considered. The time required to com-
pute a reprojected image of one complete
photograph approached the elapsed time of
one entire orbit [5]. Although attention will
be given to this problem in a subsequent
section, it hardly seems redundant to point
out that computers of the present generation
are still barely adequate to this task.
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Height (inches)

Diameter (inches)

Weight (pounds)

Orbital Altitude (Nautical miles)
Orbital Inclination

Stabilization

Earth Coverage (%)

Camera Raster (lines per frame)
TV Resolution (miles)

Maximum Power Available (watts)
IR Sensors (resolution, miles)
Period (minutes)

No. of Cameras

Table 1
Comparison of Nimbus and TIROS
TIROS Nimbus
19 118
42 57
300 650
380 500
48° Equatorial 80° Polar
Spin-Stabilized Earth-Seeking (3 axes)
10-25 100
500 833
1 1/2
20 400
MRIR (30) MRIR (30)-HRIR (5)
App. 100 App. 100
2 3
2 1

Command Stations

The second part of this paper serves three
purposes: to examine the logical layout of
the central computer with associated periph-
eral equipment and external hardware; to
describe the functioning of the data process-
ing system, emphasizing the logical capabili-
ties of the computer; to discuss the vital link
between computer and external hardware
provided by an executive monitor program.

DATA TRANSMISSION
Figure 1 is a generalized schematic rep-

resentation of the flow of data from Nimbus
to the National Weather Satellite Center
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Figure 1. Schematic representation of the
flow of data from Nimbus to the National
Weather Satellite Center.

(NWSC), Suitland, Md., via the command and
data acquisition (CDA) station at Fairbanks,
Alaska. The proposed transmission facility
between Alaska and Suitland will utilize two
48 Kc lines, known commercially as Telpak
B. The telemetry aboard the satellite pro-
vides information on the spacecraft environ-
ment and attitude as well as information from
the three meteorological experiments. Data
recorded on magnetic tape recorders aboard
the vehicle are telemetered to the ground
station using an FM-FM system to accom-
modate the considerable information band-
width.

Somewhat different considerations apply
to each of the multiple sensor and environ-
mental signals as they are initially recorded
on the spacecraft, telemetered to the ground
and finally received at the transmission ter-
minal equipment. These features are sum-
marized as follows:

AVCS

Each of the three video cameras are
simultaneously exposed for 40 milliseconds,
scanned for 6.75 seconds and recorded on
magnetic tape at 30 i.p.s. Although each ex-
posure of the thirty-three frames (three pic-
ture set) are 108 seconds apart, only 3.7
minutes of actual recording time is required.
Playback to ground is maintained at 30 i.p.s.
but is recorded, still in FM form, at 60 i.p.s.
Since the long line bandwidths are not suffi-
cient to accommodate the frequency range,
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the ground tape is rewound and then relayed
to the NWSC in 30.85 minutes at 7.5 i.p.s.

HRIR

The narrow angle high resolution radiation
sensor is active only during the dark south-
bound portion of the orbit of approximately
64 minutes. During this time data is re-
corded at 3.75 i.p.s. and then telemetered to
the CDA station in 8.1 minutes at 30 i.p.s.
The transmission is received at Suitland in
8.1 minutes; however, the data are recorded
at 60 i.p.s.

MRIR

Five medium resolution radiation sensors
scan from horizon to horizon during the en-
tire orbit. An endless tape loop records the
data continuously (except during readout) at
0.4 i.p.s.; increasing the playback speed by
a factor of 30 reduces the readout time to
3.6 minutes. The datais recordedat Suitland
at 30 i.p.s.

PCM

Space craft environmental signals, includ-
ing attitude signals, vehicle temperatures
and other housekeeping data, are transmitted
as pulse code modulation (PCM). This in-
formation is also recorded during the entire
orbit in a similar manner to the MRIR, dis-
cussed earlier.

The ""real-time'" aspects of the operation
are accentuated by the undelayed transmis-
sion of the PCM and infrared data directly to
the NWSC computers over the leased micro-
wave facilities. The total time required for
complete satellite interrogation is 8+ min-
utes; therefore, all but three to four orbits a
day can be recorded at Fairbanks.* Trans-
mission of the video data to Suitland is de-
layed about 10 minutes while the computers
convert the raw PCM data to useful param-
eters; therefore, all the data is not received
at the center until approximately 40 minutes
after the startof interrogation. Directaccess
of the data to the IBM computer is accom-
plished by means of a Direct Data Connection
(DDC), which permits real time transmission

*The east coast of North America is being
considered as a site for a second CDA
station,

between 7094 storage and external devices at
rates up to 152,777 words per second.

The NASA Space Computing Center at the
Goddard Space Flight Center supplies a set
of orbital elements, which are periodically
updated by information received from the
world-wide Minitrack network. Prior to
satellite interrogation these elements are
converted to satellite latitude, longitude and
height as a function of the orbit time.

INPUT DATA

Before turning to a consideration of the
high data rates as they pertain to the ''real-
time' system, let us briefly outline the pres-
ently proposed computer complex. The pri-
mary computer will be a 32,000 word core
memory IBM 7094 equipped with the follow-
ing elements: fourteen MOD V magnetic tape
drives sharedbetween two channels, two 1301
disk files each connected toa separate chan-
nel, one DDC attached to a tape channel, a
core storage clock and interval timer,an on-
line printer and card-reader. Two smaller
scale computers will also be available, an
IBM 1401 to serve primarily as an input-
output device to the 7094, and a CDC 160A to
be used in the picture-gridding program and
to some degree as a preprocessor for the
less voluminous MRIR and HRIR data.

Table 2 provides a summary of the volume
and real-time rates (equivalent to 60 i.p.s.
playback) of the experimental data, and
Table 3 provides the data rates of the 7094
input-output equipment. From a considera-
tion of the simultaneous input-output com-
puting abilities of the 7094, and the effective
use of optimum buffering techniques, it ap-
pears at first that the severest constraint to
operational use of the data is imposed by the
acceptance rates of the DDC and the tempo-
rary storage devices. However, closer ex-
amination of the basic machine cycle time
(2.0 microseconds) andthe frequency of main
frame cycles borrowed by the input-output
equipment reveals that insufficient editing,
buffering and operational programming time
would be available even if the basic accept-
ance and transfer rates could be appreciably
increased.{

TThe 7094 was selected as the result of a
staff study which considered among other
things delivery dates, performance and re-
liability, software, user groups, and espe-
cially speed and storage capacity,
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Table 2

Satellite and Station Recording Rates

Satellite
AVCS HRIR | MRIR |PCMA
Record
(min.) 3.7 64.8 (108 108
Speed
(i.p.s.)| 30 3.75 0.4 0.4
Playback
(min.) 3.7 8.1 3.6 3.6
Speed '
(i.p.s.)| 30 30 12 12
Fairbanks
Speed
(i.p.s.)| 60 60 60 60
Playback
(min.) 30.85 |Direct| 3.6 |Direct
Speed 7.5 - 60 -
NSwWC
Speed
(i.p.s.) 7.5 60 7.5 -
Playback
(min.) |30 (Batch) | 8 .5 -
Speed
(i.p.s.)| 30 60 60 -
Table 3

Volume and Real Time Data Rates

Binary Bits Bits/second
AVCS | 275,000,000 1,402,920
HRIR 14,700,000 App. 59,000
MRIR 3,600,000 134,400
IBM 729 Mod IV
(high density) 375,000
IBM 729 Mod VI
(high density) 540,000
IBM 1301 DISC App. 500,000
IBM DDC App. 1,000,000

The required high rate of data transmis-
sion is obtained by maintaining a continuous
flow between the transmission line and the
computers. The analog signals are detected,

multiplexed and introduced to an analog-to-
digital converter which encodes the sampled
values in digital form while preserving the
integrity and rate of the data. In the case of
the video signalsthe data are recordedat 7.5
i.p.s. in a special bin storage recorder which
permits the information to be read into the
computer in batches at 30 i.p.s., well within
the data handling capabilities of the computer.

DESIGN CONSIDERATIONS

During all phases of the system design it
has beenvital for usto consider both the high
degree of flexibility and growth potential in-
herent in the Nimbus Research and Develop-
ment program and the implications of future
programs of international cooperation in
weather satellites. Further, as the system
passes from the experimental phase to the
truly operational stage the degree of auto-
mation will increase and eventually replace
manually performed functions. The required
balance between these practical considera-
tions and the need to assume an immediate
operational posture has beenachieved by de-
signing the structure of the combined digital-
analog complex as machine, not hardware,
orientated.

To achieve the desired versatility, the
operation of the various portions of the sys-
tem are being designed so that their func-
tions are almost entirely programmable to
facilitate rapid conversions to handle new
types of data and cope with changing situa-
tions. Emphasis has been placed on the
modular concept so that substitution of one
package for another does not have ramifica-
tions throughout the entire system. Maxi-
mum utilization of the computers logical
capabilities have been stressed to avoid re-
dundant construction of analog or special
hardware. Wherever possible, major hard-
ware units are standard, dependable general
purpose equipment; and where it has been
necessary to build special equipment, these
are of the patch board variety.

CONTROL PHILOSOPHY

The Nimbus system has a common base
with many other complex systems where
computers are employed for such vital func-
tions as information storage, retrieval and
display. Inherent in most of these systems
(e.g., BMEWS, SAGE, MERCURY) is a com-
plex information processing problem which
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requires intervention of skilled personnel to
make the ultimate decision. These systems
serve to provide a broad basis of facts on
which the dominant information processor,
man, can make his decision. Whereas these
systems have been designed because it is
possible to differentiate between the normal
and abnormal, no such clear-cut definition
exists in our weather system. Logical uses
of pattern recognition theory and meteoro-
logical research may well negate this last
remark, but such techniques are beyond the
state-of-the-art at this time.

A second difference arises when we con-
sider that the ingestive program is not en-
gaged throughout the entire processing cycle,
i.e., the time between successive readouts.
During the ingestive phase (phase I) the ex-
ternal hardware maybe completely active or
passive or any combination of the two; during
the non-ingestive process (phase II) the ex-
ternal hardware is predominantly passive.
At any time during a processing cycle both
diagnostic and management interrupts may
occur, but the type of program control in-
voked must be considered in light of these
two phases. Management interrupts which
may occur at any time are caused by the
normal transfer of data through the computer
and must be given immediate priority. A
component of the external hardware which
monitors the system to prevent loss of quality
or integrity of the information may also pro-
vide a diagnostic interrupt at any phase;
however, the right to take action is reserved
to the computer. During phase I the com-
puter must be programmed to take immedi-
ate action; however, during phase II the sus-
pected malfunction may be beyondthe present
logical flow of information, and the com-
puter may merely advise a superviser and
refuse to disturb the present operation. The
monitoring and diagnostic control programs
must be optimized as a function of the two
phases.

At the time of initial launch when com-
plete understanding of all possible system
malfunctions is lacking, problems may arise
which have not been anticipated. To cope
with this situation a special manual mode of
operation is provided which permits human
intervention to apply recovery techniques.
As a further "guard to the guards" a real
time programmable clock senses the status
of each phase and signals the present mode
of operation.

It appears that the regularity of the data
and uniformity of time scale should best be
served by an automated system with mini-
mum human intervention. This philosophy is
controlled by an executive program which
also provides the link between the computer
and external equipment.

EXECUTIVE PROGRAM

The actual machine program consists of
five main sections:

1. Internal Control: Coordinates and ties
together the other portions of the executive
monitor. It also requests other program
modules from the system file and provides
for operator override.

2. Schedule: Accepts pre-readout infor-
mation concerning the datato come and estab-
lishes the time schedule and sequence of
program modules to be consulted for that
orbit.

3. Interrupt Interpreter: Diagnoses the
interrupt from the standpoint of source and
reason and directs the computer to the ap-
propriate action. Interrupts may come from
the clock, from the direct data connection
interrupt wire, from the external interrupt
or from regular channel commands.

4. Logical External Communicator: On
the basis of clock alarms or otherwise, sends
commands to control the mode of operation
of the nondigital hardware. This routine is
linked to the interrupt interpreter.

5. Clock Manager: Provides the mearns
for setting the interval timer and causing
clock interrupts and also fulfills program
requests for time information.

However, the executive program is more
than a series of machine instructions which
controls the flow of information through the
computer and the interaction between the
main program modules. It is, in fact, the
guiding philosophy of the entire data proc-
essing system. The program consists of a
rigid set of rules and controls which deter-
mine the manner in which the various re-
sources available are utilized in the satis-
faction of the system design characteristics.
At first glance, it seems paradoxical that the
Nimbus system, always on the side of growth
and flexibility should make such precise de-
mands at the veryheart of the system. Never-
theless, without such a firm foundation our
system would be at best unstable and at worst
completely unable to meet the specific
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requirements of growth and flexibility from
within the physical and environmental con-
straints imposed by the system. The original
form of the executive program will be over-
laid by many accretions, some of which may
be major before we are through. The execu-
tive program will be the subject of a future
paper.

SYSTEM DESCRIPTION

The functioning of the dataprocessing sys-
tem is best illustrated through a description
of the events that occur during one orbital
cycle. As the information is received at the
common carrier terminal equipment, the
data are directed into three main channels.

1. Into a monifor tape recorder which at
all times records the input from the trans-
mission lines at appropriate speeds.  All
data are stored as received providing a safe-
guard against loss of data in case of break-
down of the processing equipment. This tape
also servesas an archive copy until replaced
by the CDA master tape.

2. Intoa picture gridding and reproduction
branch, in whichthe analog AVCS signals can
be directly reproduced in pictorial form,
with the insertion of computed latitude, lon-
gitude and geographic boundary grids and
appropriate legends.

3. Into a digitizing subsystem where the
incoming data are formated, converted from
analog to digital and transferred to the com-
puters.

Twelve separate modes of operation ap-
pear at least once during each complete
cycle.* Modes 1 through 11 occur (with con-
siderable overlap) during the data ingestion
phase when the primary role of the master
computer is one of system command and
control and only editing and minimum com-

putations are performed. Mode 12 repre- -

sents the time allocated to the majn data
processing programs which are described in
the appendix to this report. During this
phase the executive program continues to
provide the link between the program mod-
ules. However, the master computer relin-
quishes control of the external hardware and

*An extra burden is placed on the system
when two orbits are stored aboard the
spacecraft and simultaneously acquired by
the CDA station. An alternate mode is pro-
vided but will not be treated in this paper.

peripheral computers to allow manual con-
trol for special functions, e.g., archival op-
erations, preventative maintenance. Thus, it
can be seen that approximately 60% of each
cycle is available for computation during
which system software is minimized so as
not to interfere with the program's capacity
to perform the basic function. The modes
for this system are shown in Figure 2 and
are as follows:

Mode 1. Initial load - receive and process
preinterrogation message and compute or-
bital track. Activate monitor tape recorder
and generate modes 2, 3, 4.

Mode 2. Receive HRIR picture and time
data and switch this information to tape bin
recorder #1. This mode is terminated by
the computer upon receipt of an end of trans-
mission code.

Mode 3. Receive PCM-A data and switch
to demodulator and decoding circuits which
convert the data to digital form. Transfer
the information through the Format Control
Unit (FCU)to the 7094. The computer senses
the end of data to terminate the mode.

Mode 4. Receive AVCS time and direct
the information to demodulator and decoding
circuits which convert the amplitude modu-
lated time information to digital form. The
data is switched to the computer via the FCU.
Upon receipt of all pictures the computer
ends this mode.

Mode 5. Playback the HRIR data as soon
as it is recorded and dumped into the bin
(Mode 2). The information is converted to
digital form and routed through the 160A
computer to produce an edited digital tape.

Mode 6. Receive MRIR data and record
on bin recorder.

Mode 7. Playback MRIRdata to digitizing
sub-system.

Mode 8. Receive AVCS data and record
on bin recorder at 7.5 i.p.s. allowing tape to
fill up bin.

Mode 9. Playback AVCS data from bin
recorder in short bursts at 30 i.p.s. through
digitizing sub-system to 7094.

Mode 10. Receive AVCS data and switch
information into picture gridding and repro-
duction branch.

Mode 11. Transfer HRIR digital tape
from 160A to 7094.

Mode 12. Relinquish automatic control of
the external equipment. Process the data.

Although, the limited goals of data storage
and display are accomplished in quasi-real
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Figure 2, Functional modes and computer usage diagram,

time this represents only a partial fulfill- resolution of these mosaics will be about 10
ment of the system design. The most im- miles. Probably three base maps will be
portant function of the computer will be the made: polar stereographic for northern and
summarization of the data into convenient southern hemispheres and Mercator for
products for use in weather analysis and equatorial regions.

forecasting. The meteorological information 3. Mosaics similar to above for North
will be disseminated as photographs, maps Atlantic, North America and possibly other
and charts, and coded teletypewriter analyses areas. This item has lower priority than 2
over domestic and international networks. and it may prove easier for stations to pre-
True justification for the system design is pare their own mosaics. Scale may possibly
possible only if we include this capability to be 1:20,000,000.

obtain upon programmed demand these de- 4, Infrared maps similar to 2, from HRIR
sired outputs, properly formated and to com- data.

$;1;111§ate this information to the outside 5. Infrared maps showing cloud heights

from MRIR data. Scale possibly 1:20,000,000.
6. Graphical nephanalyses for stations
1. Gridded photographs (gridded meaning lacking capability of receiving more detailed
having latitude and longitude lines). data.

2. Mosaics, one for each orbital swath 7. Coded nephanalyses for stations having
on a scale of about 1:10,000,000. The only radio telegraph or radio teletype.

It is planned to distribute data to mete-
orologists in the following forms:
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Distribution will be on a selective basis

so that to the greatest extent possible each
user will receive only the data he desires.
Although additional communication links will
be provided distribution to many overseas
sites will necessarily be limited to radio,
including radio facsimile.
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INTRODUCTION

The extremely large volume of photo-
graphic material now being provided by re-
connaissance and surveillance systems, cou-
pled with limited, but significant, successes
in designing machinery to recognize patterns
has caused serious consideration to be given
to the automation of certain portions of the
photo interpretation task. While there is
little present likelihood of successfully de-
signing machines to interpret-aerial photo-
graphs in a complete sense, there is ample
evidence to support the conjecture that simple
objects, and even some complex objects, in
aerial photographs might be isolated and
classified automatically. Even if machinery,
produced in the near future, can only per-
form a preliminary sorting to rapidly win-
now the input volume and to reduce human
boredom and fatigue on simple recognition
tasks, the development of such machinery
may well be justified.

The supporting evidence for the conjec-
ture that simple objects can be identified in

aerial photographs is based on work which has
shown experimentally that present pattern-
recognition machinery—indeed that which
existed several years ago--can be applied to
the recognition of silhouetted, stylized objects
which are militarily interesting. Murray has
reported just such a capability for a simple
linear discriminator.i Since the information
required to design more capable recognition
machines is readily available, it might seem
that there is no problem of real interest re-
maining to make a rudimentary photo-
interpretation machine an accomplished fact.
This, unfortunately, is not so. One of the
most difficult problems is that which is re-
ferred to as the segmentation problem. The
problem of pattern segmentation appears in
almost all interesting pattern recognition
problems, and is simply stated as the prob-
lem of determining where the pattern of in-
terest begins and ends (as in speech recog-
nition problems) or how one defines those
precise regions or areas in a photo which
constitute the patterns of interest. The prob-
lem exists whenever there is more than one

*This work was spoﬁsored by the Geography Branch of the Office of Naval Research and by the

Bureau of Naval Weapons.

fSee "Perceptron Applications in Photo Interpretation,' A. E. Murray, Photogrammetric Engi-

neering, September 1961,
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simple object in the entire field of consider-
ation of the pattern recognizer. The situa-
tion appears almost hopeless when one finds
patterns of widely varying sizes, connected
to one another (in fact or by shadow), en-
closed within other patterns, or having only
vaguely defined outlines.

This paper constitutes a report on a sys-
tem which has been conceived to solve some
of these problems. It is being tested by
general-purpose computer implementation.
The system discussed represents one of sev-
eral possible approaches to the problem and
had its design focused towards the use of
presently known capabilities in pattern rec-
ognizers. No special consideration has been
given, at this time, to methods of implement-
ing the device; however, the entire system
can be built in at least one way.

System Principles

Figure 1 is the basic block diagram for
the system. It has evolved from evaluation
of possible approaches suggestedbyresearch
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Figure 1. Photointerpretation system
block diagram.

conducted at CAL, pattern recognition work
of others, and techniques successfully used
in other problems.

As is evident from Figure 1, objects of
interest have been categorized in two differ-
ent ways. First, simple objects, such as
buildings, aircraft, ships, and tanks have
been distinguished from complexes, or com-
plex objects. Second simple objects have
been categorized, according to their length-
to-width ratios, as being either blobs (air-
craft, storage tanks, buildings, runways) or
ribbons (roads, rivers, railroad tracks). As
shown, the detection of simple objects is ac-
complished separately for ribbons and for

blobs. In the work reported here the blob
channel—from the input end through the iden-
tification of a few complex objects—is re-
ceiving the major attention.

The preprocessing which is carried out
in the firstportion of the system solves sev-
eral of the problems inherent in the use of a
simple pattern-recognition device to aid in
the photo interpretation problem. Briefly,
objects are to be detected, isolated, and
standardized so that they can be presented
separately (not necessarily sequentially) for
identification.

The function performed at the object iden-
tification level is that of identifying the blobs
which have previously been detected, iso-
lated, and standardized. The input material
to this level or state consists of black-on-
white objects. As has been previously indi-
cated, existing devices are fundamentally ca-
pable of accomplishing the identification task.

At the complex object level, the location
and identification information available from
the simple object-level outputs is combined
and appropriately weighted to identify objects
at a higher level of complexity. An illustra-
tive example is the combination of aircraft
(simple objects) near a runway (another
simple object) and a group of buildings (each
a simple object) to determine the existence
of an airfield.

In the following sections the basic steps
in the preprocessing sequence will be de-
scribed in more detail and some illustra-
tions from current computer studies will be
discussed. The most difficult part of the
problem, by far, is that of detection.

Object Detection

A study of sample aerial photography sug-
gests three ways in which images of objects
of interest differ from their backgrounds:

a. points on objects may differ in inten-
sity from the intensity characterizing
the background.

b. objects may be (perhaps incompletely)
outlined by sharp edges, even though
the interior of the image has the same
characteristic intensity as the back-
ground.

c. objects may differ from background
only in texture, or two dimensional
frequency content.

Examples of the first two kinds of objects

are shown encircled in Figure 2. There
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Figure 2, Examples of objects defined by intensity contrast (0) and by edges (4).

seem to be many fewer examples of objects
which differ from background solely by tex-
ture. This class of objects would be much
larger if our definition of object were
broader, including, for example, corn fields.
Perhaps the most useful area in which spa-
tial {requency content can be put into use is

that of terrain classification. Terrain clas-
sification, as will be noted again later, can
play a significant role in the final identifica-
tion of our narrower class of objects.

For detection of objects in classes a. and
b., we have been proceeding experimentally
to determine the capabilities of simple,
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two-dimensional numerical filters, some intensity information which was then com-

nonlinear and some linear. pared with the intensity of the point at the
For initial experimentation,* the object center of the square, A, to determine if the

filters for discrimination based on intensity central pointdiffered sufficiently in intensity

contrast (class a objects) were designed as from its background to qualify as being a

shown in Figure 3. Square apertures (''pic- point of an object.

ture frame' regions) were used to compute A computing method equivalent to the fol-

lowing was used. Each point in the input
photograph was surrounded by a frame one
point thick, and of width d (Figure 3). The
mean, m, and standard deviation, o, of the
intensity of the points in the frame were
then computed.

If

lII A > m + max (1, Ko)
or (1)
A <M - max (1, Ko)

the point was recorded as an object point.
Several different frame sizes were used in
order to detect objects of different sizes.

Figures 5, 6, and 7 indicate the results of

- d » applying three filters of the type described
above to the photograph shown in Figure 4.

Figure 3., Filter for detection The frame widths were 8, 16, and 32 points,

on the basis of intensity con-

trast.

*The experimental work reported was car-
ried out using IBM-704 computer programs
which were prepared to process photographic
material. An input device was constructed
to scan and quantize photographic informa-
tion for input to the computer through the
"real-time' package, and the computer
printer was used to provide pictorial out-
put.

A commerically available facsimile trans-
mitter capable of 50 lines/inch resolution
and a commercially available analog-digital
sampler and encoder form the basic input
device package, In addition, the necessary
isolating and synchronizing circuitry has
been designed, and constructed to permit the
output of the facsimile machine (through the
encoder) to be read by the ''real-time input
package'' on the 704 computer. Quantization
and processing computer programs have
been written and are in operation., These
programs cause photographs to be sampled
every 50th of an inch, quantized in sixteen and K of equation (1) was 2. The points which

intensity levels, and stored on magnetic satisfied the inequalities of (1) were printed
tape. A relatively crude, interim-nature, as asterisks

output has been arranged by using combina- . . .

tior?s of symbols avaiglableyin thg computer Tl.le three i'.lgures illustrate that ob]e(EtS
printer. The available symbols allow rep- of different sizes are detected best (with
resentation of four different levels of inten~- least shape distortion) by filters of different

sity. size. This is especially noticeable for the

Figure 4. Original photograph,
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building complex in the lower half of the pho-
tograph. In Figure 6 (d=16), the buildings are
reproduced in perfect contrast about as well
as can be expected considering the coarse-
ness of the input information. In Figure 5,
the buildings are broken up into segments,
while in Figure 7, they tend to run together.

-~ s

-

"
-
o a‘ﬂé‘%}?“‘

The seaplane launching ramp at left cen-
ter is missing completely from Figures 5
and 6, while the filter which matches it well
in size reproduces it in Figure 7.

It is important to note that the recognition
logic used requires only that an object be
detected by a single filter. Distorted ver-
sions which are detected by other filters will
be rejected.

Simultaneously with experimentation in
detecting objects wusing the object-point-
intensity criteria, similar experiments are
being carried out to detect objects by out-
lining them. There are three steps in this
process; (1) object edges must be "detected,"
(2) gaps in the outlines of objects must be
filled in, and (3) for compatibility with the
first method of object detection in later sys-
tem stages processing all detected objects,
the outlined objects must have their interior The basic operation in edge detection is,
space filled in to produce silhouettes. of course, differentiation. The earliest
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results were obtained by centering a numeri-
cal filter of the shape shown in Figure 8 about
each image point. The values of intensity,

Figure 8, Basic filter
for edge detection,

(d - ¢) =Ax and (a - b) = Ay were determined
and the sum of their magnitudes was taken
as the gradient associated with the center
point, A. A similar filter with nine elements
is now being tested with superior results.
This filter has the form shown in Figure 9.

a b c
d e f
gl h i

Figure 9, Improved filter
for edge detection.

Now the difference in the x direction is
taken to be

AX=<c+?f+i>_(a+g+g> @)

and the difference in the y direction as

Ay=<a+§+c>_<g+§+i> 3)

Thus first differences are being used, as
before, but a three-point average of intensity
is used to establish the intensity on either
side of the central point. The magnitude of
the gradient associated with point e should,
of course, be

lgrad| = yAx? + Ay? (4)

The previous approximation to the true form
VAx% + Ay§ has been improved over the

simple sum of magnitudes inthat we now use

|grad| = (larger of |Ax|, |Ay|) (5)
+ 3/8 (smaller of | Ax|, |Ay]|)

If object detection by identification of
edges is to be successful, one must plan on
completely outlining objects of interest. In
many cases, of course, there will be gaps in
the outlines of objects asderived by edge de-
tection. One procedure currently being eval-
uated for this gap-filling job is described
below. It accounts for the two factors which
are most important in deciding whether to
fill in a point or not; that is, such an action
requires both proximity in intensity to the
threshold value and proximity in space to at
least one other super-threshold point.

After gradient computation, as described
above, the complete image, made up of points
computed by Eq. (5), is thresholded, elimi-
nating low gradient points. The '"influence
matrix" (Figure 10) is then centered over
every pointin the thresholded gradient image
(i.e., it is centered over high gradient points),

o dg | 1
W | 1 | g
o | 15 ] o

Figure 10, "Influence' matrix
for gap-filling,

and the numbers 1, I,, I3,...are added to
the value in the pre-thresholded form of the
gradient image. If any point covered by the
influence matrix now exceeds the previously
used threshold, that point is "filled in" as a
high gradient or edge point.

It would, of course, be possible to train a
recognition device to identify outlines of
simple objects, but a much simpler system
will result if outlined objects can be simply
converted to solid objects similar to the sil-
houettes produced by the annular filter de-
tectors. This can be accomplished very
simply by forming the logical complement of
the thresholded, edge-detected, binary pic-
ture and then operating on the complemented
picture with the object isolator programs.

Object Isolation

Originally computer routines which traced
along the edges of silhouetted objects were
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planned for use in object isolation. This
technique for isolation, however, does not
solve the problem of how to extract the in-
terior portion of the traced-out object from
the backgroundin any neat fashion. A differ-
ent technique, devised by Mr. Richmond,
simultaneously traces throughthe interior of
objects and records these elements in a
frame for separate storage. At this stage,
that is, after isolation, all images of objects
are storedinbinaryform, in separate frames,
and in their original size, orientation, and
location within the frame.

Object Standardization

Standardization involves simply the trans-
lation of the binary image of the object so
that its center of gravity coincides with the
center of the frame and rotation of the image
so that one of its principal axes of inertia is
vertical. Recently, the programs being used
in feasibility studies have been modified so
as to provide scaling of all objects to the
same maximum dimension.

Object Recognition

In the systembeing discussed, recognition
of simple binary images, after detection,
isolation, and standardization, will be accom-
plished by a linear discrimination device,
i.e., by comparing the weighted sum of a set
of property values to a threshold. The weights
used are determined by exhibiting a sequence
of patterns whose classification is known and
adjusting the weights when classification is
incorrect, according to prescribed algo-
rithms, until all patterns in the sequence are
correctly classified. Thus, the device is
"adaptive" and ''learns." The properties
may be thresholded sums of intensity atran-
domly selected points in the preprocessed
image, or they may be more '"objective"
properties, that is they may be measured
values of such determinable features of the
pattern or image as maximum extent, area,
or moments about principal axes. Certainly,
use will be made of the size, area, and mo-
ment information derived during the stand-
ardization process.

The non-determinable properties men-
tioned earlier (thresholded sums of intensity
at randomly selected points in the image)
have the appeal of being very simple to de-
rive and of ‘being of demonstrated usefulness

in classification problems. The ability of a
system using such properties to generalize
over pattern distortion and small transla-
tions has not yet been defined to our satis-
faction. A recognition system using these
non-determinable properties has been re-
ferred to by Rosenblatt as a simple percep-
tron. In our experimental work to date on
this particular problem we have attacked the
multiple class recognition problem by per-
forming a set of dichotomizations. Some
data on recognition capability have been
gathered for synthesized patterns of the type
to be produced by the preprocessor, but they
are insufficient to make an explicit state-
ment of capability at any reasonable confi-
dence level.

Two types of information are fairly readily
available in the system and have apparent
use in classification but have not yet been
used. Thus, we could use the silhouetted
image of an object to mask out all but that
object in the original full gray scale image
and then derive one or more object proper-
ties available in the original image. (For
example, one might scan the interior of an
object, to derive some measure of its inte-
rior complexity.) This technique makes
available recognition properties other than
those based on shape. The second possibility
is to use terrain classification information
for the immediate background of an object to
aid in the classification of that object. Cer-
tainly a final system might find such infor-
mation useful.

Illustrative Results

The entire sequence of preprocessing op-
erations (including detection by intensity
contrast, but not object detection using edges)
is illustrated in Figures 11-14. These re-
sults were derived from experiments which
use general-purpose digital computer pro-
grams to implement the entire sequence of
operations. The first, Figure 11, shows the
original aerial photo. It has been quantized
spatially and fed into CAL's IBM-704 com-
puter through the facsimile input device.
After processing by the intensity contrast
filter, the binary photo of Figure 12 is pro-
duced. (The output of the 704 printer; an
asterisk is printed in each 1/50" X 1/50"
cell of the original photo which is a point on
an object.) We found that some additional
low pass filtering is very useful in making
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e

Figure 12. Processed photograph after
object detection and low-pass filtering,

objects ""hang'" together, in filling in imper-
fections in silhouettes, and in reducing the
number of small collections of points which
appear but which are really not objects.
After this filtering (a simple, low-pass,
two-dimensional filter is used) and after

eliminating collections of very few points,
the binary photo was subjected to the isola-
tion programs. This operation produced the
frames shown in Figure 13. Each of these

L

S L e
13. Isolated silhouettes from
processed photograph.

Figure

several frames from the silhouetted photo
was then subjected to the rotation and trans-
lation programs and the corresponding frames
of Figure 14 produced.

Figure 14. Standardized form of
isolated silhouettes.

Now recall that standardization process-
ing (1) fixes the center of gravity of a blob
within the frame, (2) rotates it to align a
major axis of inertia with the vertical in the
frame, and (3) adjusts scale factor to roughly
fill the frame. All information about how
much translation, rotation, and scale change
has of course been preserved for use in the
recognition process (size isan input to simple
target recognition, while location and orien-
tation are inputs to target-complex recogni-
tion). Examining Figure 14 we find one odd
looking building-shaped blob which must be
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explained. Referring back to Figure 13 we
can locate the source of this standardized
object, a small collection of points. Mentally
treating each of these points as a square,
rotating and enlarging the resulting shape
shows that the standardization routine func-
tioned properly. Scale change information
would prevent recognition as a building.

SUMMARY

In this paper approaches to the preproc-
essing portions of a photo interpretation
automaton have been discussed. Clearly,
some extremely important evaluative work
remains:

1. Detection capability must be quantita-
tively defined. This first requires that
some plausible criterion or criteria
for this capability be defined.

2. Recognition capability must be quanti-
tatively defined. Here there exists a
body of evidence that recognition of
silhouetted objects is within the rec-
ognition capability of current state-of-
the-art systems. We are currently

applying measures similar to proba-
bility of detection and false alarm rate
to the definition of recognition capa-
bility for a property-list, linear dis-
criminator type of system.

3. Implementation problems for a proto-
type system must be solved. Our
IBM-704 work is for feasibility only.
We have kept implementation problems
in mind during the current system
studies and have carefully avoided
using system elements which are un-
duly complex. As an example, more
complicated two-dimensional filters
for object detection represent a very
real temptation, yet we have exercised
restraint and used only the simplest
ones which we felt held any hope.

What has been achieved is a demonstra-
tion that a plausible system, combining cur-
rent state-of-the-art pattern recognition
capability and simple two-dimensional pre-
processing operations, can be stated in spe-
cific terms and that it represents the very
real and likely prospect of providing auto-
mated aid to photo interpreters.
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INTRODUCTION

In recent years, there has been increas-
ing emphasis on the use of electronic analog
and digital computers in the fields of sci-
ence, engineering, and education. Interest
has also been generated in computational
methods not readily available from either of
these classes of computers alone, but rather
from the combination of them provided by
the so called hybrid computer system. This
interest has been a direct result of the in-
crease in the complexity of present day sys-
tems and hardware, and the increased accu-
racy required of them. Based on two years
of experience with a large hybrid facility,
this paper will review the main characteris-
tics of digital and analog computers, com-
pare their capabilities and their limitations,
and show some of the reasons for and ad-
vantages of mating the two to form the hybrid
computing system. We will describe some
of the problems to which we have success-
fully supplied hybrid solutions, and predict
the direction of future hybrid progress.

Simulation

In general, there are two distinct modes
of simulation; mathematical and physical.

Mathematical simulation utilizes a math-
ematical model of the physical system under
study. This model is excited by certain or-
dered inputs and provides information about
the behavior of the physical system, to the
extent that it is correctly represented by the
mathematical model.

36

Physical simulation requires the excita-
tion of the system under conditions which
are representative of those encountered in
actual system operation. This testing can
involve anything from an inclined plane to
large multi-million dollar ventures like the
Space Environmental Simulator located at
General Electric's Valley Forge, Penna.,
Space Technology Center. These two types
of simulation can be combined by mating
physical hardware with a mathematical model.

The general purpose computers available
today are primarily designed for mathemati-
cal simulation. They are ordinarily quite
capable of simulating our physical systems
with a depth and accuracy comparable to that
obtainable by building and testing the actual
equipment. As such, the general purpose
analog and digital computers have allowed
engineering to advance further and faster
than ever before. It is, therefore, a definite
requirement that any new entrant to these
fields become familiar with these basic ma-
chines; their abilities, their limitations, and
their possible use in his endeavors.

The Analog Computer

An electronic analog computeris an array
of computational building blocks, or modules,
each being able toperform a particular math-
ematical operation on an input voltage signal
and provide a specific output response. These
building blocks normally provide the func-
tions of summation, integration with respect
to time, multiplication by a constant, multi-
plication and division of variables, function
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generation, generation of trigonometric func-
tions, and representation of system discon-
tinuities. All quantities are represented on
the analog by continuously varying voltages,
restricted on almost all analog computers to
the range between -100 and +100 volts.

The ease with which this computer is able
to perform the operation of integration makes
it ideally suited tothe solution of differential
equations, as the differential equations can
be integrated a suitable number of times to
form integral equations, and these integral
equations can be represented on the com-
puter. Data are fed into the analog computer
in the form of parameter settings, which are
usually associated with the coefficients that
exist in the mathematical equations. Data
are extracted from the computer in the form
of voltages, either as steady-state values
which can be read out on a voltmeter, or as
varying values which can be recorded on a
strip chart recorder or a plotting table.
Some of the analog characteristics pertinent
to our discussion are:

1. The analog is a parallel machine. All
the variables are computed simultaneously
and continuously. Thus, the speed with which
the calculations are made is completely in-
dependent of the size or complexity of the
problem.

2. The bigger a problem is, the more
equipment is needed, as each piece of equip-
ment works on one part of the problem.

3. Numbers on the analog are fixed point.
Every variable must be scaled. The scaling
will greatly affect the accuracy of the re-
sults.

4. The analog is best suited for solving
systems of ordinary linear differential equa-
tions, although it canhandlé many other types
of problem in a very satisfactory way.

5. There is no such thing as a computa-
tional cycle with the analog,because of char-
acteristic No. 1. The analog can be set to
calculate at any rate desired, but in practice
there is an optimum time base associated
with any particular problem, and attempts to
run the problem much faster or slower will
severely degrade the accuracy. The analog,
generally speaking, is faster than the digital.

6. Analog outputs are almost always ac-
cur(;.te to within 1%, but seldom better than
0.1%.

7. It is very easy, with most problems,
to introduce extensive changes in the simu-
lation in a matter of minutes.

Principal Areas of Use

Although the analog computer was de-
signed primarily for the solutionof problems
in the aircraft field, its area of application
has broadened considerably over the years.
It has become a major analysis and synthesis
tool in the electrical, mechanical, and chem-
ical industries, and as a tool of instruction
in our leading universities interested in
graduating well-rounded engineers.

While a list of applications of the analog
computer would provide a sizeable volume
itself, suffice it to say that the analog com-
puter can be applied profitably to almost any
problem that can be specified in the form of
mathematical equations. The exact form
may require a special programming tech-
nique, but information is readily available on
most of these. In addition, these special
cases are welcomed by the applications en-
gineer as a continuation of his education.

The Digital Computer

The digital computer works by a counting
technique and obeys logic rules exactly. The
solutions are at discrete points dependent on
the size of the time increment used. The
smaller the mesh size, the more we approach
the continuous solution. In contrast to the
analog computer, which uses continuous vari-
ables in the form of voltages, the digital
computer uses discrete variables, and oper-
ates with numbers as opposed to voltages.
The digital computer is essentially a very
fast calculating machine. It is able to per-
form simple arithmetical operations of addi-
tion, subtraction, multiplication, and division.
By re-writing the mathematical equations
representing a physical system or a physical
problem in a special form, it is possible to
program a digital computer to solve the same
kind of problems that are solved on the ana-
log computer by simulation. The power of
the digital computer lies in the fact that the-
oretically it is capable of solving any prob-
lem that can be written in the form of simple
arithmetical operations.

There are a number of digital computer
characteristics that are of particular inter-
est in connection with hybrid simulation.
These are:

1. It will deal only with numbers. Any
problem must be reduced to a series of nu-
merical operations before it can be handled
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by the computer. This is not to say that
every step must actually be written each
time. All sorts of aids to compiling pro-
grams are available. A program is nothing
more than the entire sequence of instruc-
tions given to the computer to solve a prob-
lem.
will write most of its own instructions.

2. It will do exactly what it is told. All
changes involve writing new instructions.
The easier it is to make a change, the more
complicated the original instructions have to
be to include the option.

3. The resultsare exactly repeatable, but
their accuracy is dependent on the numeri-
cal methods used to solve the problem.

4. The computer will perform only one
operation at a time. That is, if the instruc-
tion reads, ""Move number N from location A
to location B,'" the machine will, for a given
period of time, be doing nothing but that.

5. The computer works with increments.
None of the variables are calculated contin-
uously. Generally speaking, the larger the
calculation increment of the digital com-
puter, the faster and the less accurate is the
computation. There is absolutely no drift
with a digital computer.

6. Compared with an analog,the digital is
very much better equipped to make decisions.

In actual practice, the machine itself

These can be made on the basis of compari-
son, time, reaching a point in the program,
or almost any other criterion chosen by the
programmer.

7. The digital can store very much more
information than the analog. It can store
tables, functions of several variables, whole
programs, and many other things.

Principal Areas of Use

It is almost impossible to list the areas
of application of the computer because of the
diversity involved. We can say, however,
that the digital computer lays sole claim to
those problems which store a 1ot of informa-
tion, use much logic,or require extreme ac-
curacy. It will calculate trajectories, solve
problems in astronomy, simulate mental
processes such as learning and memory,
analyze games, do translations, help design
new computers, and do untold numbers of
other tasks. The major effort to discover
new computer applications is devoted to the
digital area, with the analog a poor second,
and the hybrid far behind.

Table 1 is a comparison of the relative
performance of analog and digital computers
with respect to some operating character-
istics which might interest a user. The

Table 1

Characteristic

Analog Digital

Ex

Good Poor Good Poor

Accuracy (See discussion)

Speed

Absence of long term drift
Adaptability to change in program
Information storage

Decision making

Ease of programming

Ability to solve differential equations
Ability to simulate control functions
Ability to tie in with hardware
Ability to operate in real time
Repeatability

Amount of output data available

On line outputs

Accuracy of outputs

Changing outputs

Changing inputs

Systematic parametric variation
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information included is intended only as a
rough guide to general tendencies, and a
stimulus to discussion. It can't possibly be
more than that, for several reasons. First,
there is a very great variation in character-
istics from computer to computer. This is
particularly true of digital computers, where
the speed, for instance, can vary by a factor
of a million, and great disparities exist be-
tween the principles of operation. There are
significant variations in analog computer
characteristics as well. The table was com-
piled on the basis of experience with large,
up-to-date installations, both digital and
analog, and undoubtedly reflects this fact.
Second, there are no generally accepted
standards by which the listed characteristics
can be evaluated. Obviously, one per cent
accuracy will be excellent for some prob-
lems, while one part in a billion will be poor
for others. This particular list is highly
subjective, and it's very unlikely that any-
body else would put his X's in all the same
boxes we have. One can always think of a
special case which will move any X into any
box. Even so, we feel fairly confident that
most people who have worked with both types
of computer would be in sufficient agreement
with this chart to justify its use as an aid to
someone considering hybrid simulation for
the first time,

The subject of accuracy is so complicated,
and dependent on so many factors,that it just
didn't seem possible to summarize it by a
mark in a box. While this is to some extent
true of all the other characteristics listed,
we believe considerations of accuracy fall
into a special case.

On an analog computer, the result is usu-
ally within 0.1% and 1% of the value inherent
in the equations. Whether this is excellent
or poor depends on the nature of the prob-
lem. In many engineering investigations,
this is much more precise than the data upon
which the problem is based. The use to
which the answer will be put also affects the
accuracy required. Determination of the
region of stability of a control system to
within a millionth of the control range would
be valueless, as the nature of the input could
affect it much more than that. On a digital
computer, the ultimate limit of accuracy is
the number of bits in a word. This accuracy
is seldom attained by the output variables of
a problem, due to the approximations in-
volved in almost any mathematical model,

the idiosyncrasies of programming, and the
practical necessity of taking reasonably large
computing steps. The question concerning
accuracy is more often, ""How much cost and
effort is needed to obtain the required accu-
racy?'", than ""What accuracy is obtainable ?"
The answer has to be determined separately
for each individual problem.,

Combined Analog-Digital Computer Systems

Having duly noted most of the character-
istics of analog and digital computers inde-
pendently, we come to a recurrent question
in the industry today, ''Is there a need for a
new computer system, and if so, what should
it be ?"

Actually the first part seems to be unani-
mously answered in the affirmative, while
the second leads to all sorts of answers,
such as:

1. More digitized analog computers

2. More flexible analog type modules for

digital computers

3. Digital differential analyzers

4, Hybrid system coupling the present

day analog and digital computers.

This last seems to have the largest support
and will receive ours as well. As justifica-
tion for this support, we can cite our own
experience with the hybrid facility at GE
MSD; the installation itself, some of the rea-
sons for developing it,and specific examples
of its profitable use.

This experience has been with a hybrid
installation which combines two large, gen-
eral purpose computers; one digital, and one
analog. It is used primarily for simulation
of missile and space vehicle systems and
components. Other hybrid facilities are
considerably different. Each one is a custom
installation, designed for particular needs.
Some, as ours, connect a general purpose
digital computer to a general purpose analog.
Some use a digital differential analyzer
rather than an analog. At least one installa-
tion uses all three types of computer. The
hybrid used at the GE Defense Systems De-
partment in Syracuse, New York, is semi-
specialized, as it is used for many types of
problems, but only in the field of electronic
system simulations. Despite the breadth of
the field, there are enough uses and charac-
teristics common to most hybrid installa-
tions to make much of what is said here
generally applicable, although limited.
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There are three obvious reasons for the
development of a new type of computation.
These are:

1. It will provide a more satisfactory
means of performing some calculations than
is presently available.

2. It will do computations that would not
be practical at all with existing methods.

3. It appears to have potentialities that
are worthwhile exploring, if only to keep
abreast of competition.

This last reason has, in some cases, un-
doubtedly been a large factor in the decision
to develop a hybrid system, competitive
pressures being what they are. However,
considerations of this kind do not seem to be
pertinent to this particular presentation, and
so will not be considered further.

The advantages of a hybrid that we felt to
be of most value to the work of the depart-
ment were in the area of increasing the size
and variety of the problems we could solve.
The things a hybrid can do to help in that
endeavor are:

1. Assign different sections of a problem
to each computer. For instance, in simulat-
ing a missile,the trajectory calculations can
be assigned to the digital, because of the
available precision, and the control simula-
tion put on the analog because of its flexi-
bility.

2. Assigndifferent functions toeach com-
puter. For instance, all integrations might
be assigned to the analog computer, in order
to save time and get a continuous output. Or,
all function generation might be assigned to
the digital computer (where it is known as
table look-up).

3. Provide analog plots of digital vari-
ables. This is particularly useful in observ-
ing the behavior of selected variables while
the simulation is in progress. In one case,
a stop was put on a 7090 after the first 15
seconds of what would otherwise have been a
10 minute run because it was easy to tell
from the behavior of a continuous analog out-
put that akey variable was not behaving quite
as desired.

4. Let the digital provide logic for the
analog. Things such as switching, scale
changing, ending the program, choosingtables
to examine, can be readily programmed into
the digital and can greatly simplify and pos-
sibly even speed up an analog simulation.

5. Allow real hardware to be part of a
simulation. Most hardware can readily be

connected into the analog, and hybrid opera-
tion would allow it to connect to the digital
just as easily. Similarly, digital devices can
be included in analog operation the same way.
Real hardware could also be considered to
include people, as part of a control loop.

6. Provide accurate digital printouts of
analog variables. Normally, the accuracy
with which the analog variables are plotted
is less than the accuracy that actually exists
in the equipment. Hybrid operation enables
selected variables to be converted to digital
form and printed out from a digital tape.
This gives an accurate printout of an analog
variable in any of the forms available for
digital variables.

There are many other things that can be
accomplished by hybrid computation, but
perhaps it would be best at this point to give
some examples of problems which were
actually done this way.

Examples of Hybrid Simulations

The examples given here are all taken
from work done at the hybrid facility at Gen-
eral Electric's Missile and Space Division
in Philadelphia. Each illustrates a particu-
lar type of use to which such a facility can
be put. The explanations will necessarily be
brief, but it is hoped they will be sufficient
for our illustrative purposes.

Voice Data Reduction: This task con-
sisted of reconstituting, from a digital tape,
the original signals from which the tape had
been made. The hybrid problem was the last
link in a larger study, investigating the con-
ditions under which a spoken message could
be converted into digital signals and still
contain enough information to be reconverted
into intelligible speech. The main study was
conducted by another company (Sylvania)
which supplied the digital tape to us. The
input tape was used as an input to a digital
program which scaled the signals and sent
them to Hycol (HYbrid COmputing Link) in
the proper time sequence. The output of the
Hycol was recorded on tape, which when
played back produced the original message
intelligibly. The program was a straight-
forwardone involving onlyaone way transfer
of information and not making use of the
analog computer at all. Actually, part of the
program did send the input data back to the
digital computer for checking purposes, but
the primary information flow was in one
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direction; D-A. The program was run in
real time. Had it beennecessary to transmit
information at a greater rate, the data com-
parison portion of the program might have
had to be curtailed or omitted.

Telemetry Data Reduction: This task was
very similar to the voice tape program de-
scribed, in that data were supplied to the
program by a digital tape which was used as
the primary input of a digital program which,
in turn, sent data to the Hycol in real time.
In this case, the purpose of the program was
toprovide atape which could be used tocheck
the operation of telemetry data reduction
equipment. Theoriginal tape contained coded
signals corresponding to known time varia-
tions of all the quantities to be measured.
The hybrid program received this data,
placed it in the core memory of the digital
computer, and performed the operations
necessary to dole it out to Hycol in real
time, properly coded. The Hycol output was
sent through a filter which put the signal in
the form required by the telemetry data re-
duction equipment. This procedure had two
advantages over other methods of testing the
equipment. One, the input signal was just
what it would be expected toreceive in actual
operation. It even included errors at chosen
points. Two, the output could be compared
directly with the inputs to the original com-
puter program.

Missile and Telemetry Simulation: The
object of this hybrid simulation was, as with
the preceding one, to test a telemetry data
reduction system. The output of the pro-
gram consisted of twenty voltages, equal to
those that would be produced by the trans-
ducers on a missile under the conditions
being simulated. In ordér to produce this
output, two separate computer programs
were required. The first was a six degree
of freedom all-digital simulation which gen-
erated the parameters that would be meas-
ured by on-board instrumentation in a real
flight. The complexity of the program made
it necessary for it to generate the data at
less than the real time rate. A second pro-
gram used these data as inputs, scaled them,
and converted them to analog signals which
were used as real time inputs to an analog
simulation. The analog provided the inputs
to the telemetry equipment by simulating the
behavior of the transducers aboard the ve-
hicle. As in most hybrid simulations at this
facility, all the D-A signals were not only

sent to the analog, but were reconverted and
sent back to the digital for checking pur-
poses. In this simulation, the final output of
thedata reduction system could be compared
directly with the output of the all-digital
missile dynamics program.

Missile Control and Trajectory Simula-
tion: This simulation was part of a prelimi-
nary design effort whose object was to de-
velop a very accurate short range tactical
missile. The part of the design effort in-
volving hybrid simulation was the study of
the effect of parametric variations and con-
trol system design on the impact accuracy
of the missile. This was investigated by a
full hybrid simulation, involving the simul-
taneous operation of both computers. The
missile control system was simulated on the
analog, and the trajectory, dynamics, and
aerodynamics on the digital. The machines
did their calculations at the same time, with
each one sending and receiving information
during an assigned portion of each digital
computing cycle. The usual check of the
data transfer was made by sending the D-A
data back, via A-D, to the digital, and print-
ing out both sets of numbers. This use of
the hybrid enables us to have the flexibility
and convenience of the analog for investigat-
ing the control system, and at the same time
use the data storage capacity and precision
of the digital for the dynamics and the tra-
jectory calculations. This particular simu-
lation could not be run in real time because
of the complexity of the six degree of free-
dom digital program.

SUMMARY

Some hybrid computer applications with
which we have had personal experience have
been described. Other hybrid installations
have reported work on chemical processes,
flight analysis and control, air traffic con-
trol, reaction jet control, solution of partial
differential equations, and function genera-
tion, among others.

The advantages of hybrid simulation are
based on the disparate nature of analog and
digital computers. The characteristics of
the analog that are most useful in hybrid
operation are:

1. The variables are in the form of easily
available d.c. voltages, continuously
varying in time.

2. The program can be changed very
rapidly and easily.
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3. The output is recorded as the problem
is run.

4, Transfer functions and feedbacks can
be represented very easily.

5. It is very easy for most engineers to
get the physical "feel" of a problem
on the analog.

6. The analog can usually operate very
fast, and the speed is independent of
the size of the problem.

The aspects of the digital which are very
useful in hybrid simulation are:

1. Precision

2. The ability to store information

3. The ability to make logical decisions

4, Stability and repeatability

5. Printing out large amounts of data in
tabular form.

It is obvious that any problem which would
benefit by the availability of computer char-
acteristics from both lists could probably
benefit from being set up as hybrid prob-
lem.

As far as the future of hybrid operation
is concerned, we feel that the biggest con-
tribution will be made by the digital com-
puter manufacturers, although this has not
been the case so far. Eventually, some dig-
ital computers will come with optional pack-
ages which will enable at least these three
instructions to be added:

1, Stop until time t on clock, or priority

interrupt at time t, then proceed.

2. Transfer to analog, from core location
X, to output channel Y, scale value Z.

3. Transfer from analog, to core location
X', from input channel Y', scale value
Z',

The package will contain an accurate
source of time signals, n output jacks, and m
input jacks. The jjacks could be connected
directly to the analog computer.

The first instruction will either stop the
computer until a specified time signal is re-
ceived, or send it to a chosen instruction at
that time,

The second instruction will take the (pre-
sumably) floating point number in core loca-
tion X, convert it to fixed point, and convert
it to a voltage which will be established at
output jack Y. The value of the voltage will
depend on the scale value. For instance, if
a quantity 2.3 X 105 is stored in core loca-
tion X, and the scale value Z (that is, the
value represented by full scale voltage,which
is 100 volts on most analogs) is 5 x10° per
100 volts, then 46 volts would appear on out-
put jack Y. As many as n transfer out in-
structions could be given during one com-
puter cycle. '

The third instruction would transfer analog
data into the digital computer in a manner
similar to the way the second instruction
transfers out. As many as m transfer in
instructions would be possible per comput-
ing cycle.

With these three simple instructions, a
great variety of hybrid simulations could be
readily performed. It would not be neces-
sary to limit the information transferred in
this manner to problem variables, as a volt-
age appearing on a trunk line of an analog
can be used for any purpose desired, such
as starting, changing modes of operation,
and operating relays. It would be expected,
however, that the transfer of problem vari-
ables would utilize more of the transfer
package than any other function, for most
problems. The simplicity of the program-
ming procedures would probably be a greater
factor than any other one thing in encourag-
ing people to avail themselves of the advan-
tages of both types of computer in a single
problem, instead of limiting themselves to
either type alone.

We feel that a listing of installations pro-
vided as part of the first lecture at a recent
hybrid symposium at Electronic Associates
Computation Center in Princeton, New Jersey
is well worth including as an indication of
the variety of systems inuse, andas a source
of further information.
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Table 2
Location Digital Computer Linkage
IBM - Yorktown Heights IBM 704 EAI
University of Minnesota Univac 1103 EAI
Ramo Wooldridge originally IBM for PB 250 EAI
Ft. Belvoir - Fieldata
Douglas Aircraft G-15 EAI
White Sands Missile Range IBM 704 (7090 later) EAI
General Motors CDC 160 A EAT
Goleta, California
Minneapolis Honeywell MH 290 EAI -
Pottstown, Pennsylvania
Detroit Tank Arsenal Datatron 205 EPSCO A-D
EAID to A only
Western Electric Univac thru EAID to A
Bell Tel. I/0
Westinghouse Electric Special West. EAID to A
Computer Plotters
Convair Astronautic IBM 704 EPSCO
Vacuum Tube
Space Technology Lab Univac 1103 EPSCO
Vacuum Tube
Canadian National G-15 EPSCO
Research Council
Grumman Aircraft IBM 704 ADAGE
General Electric IBM 7090 Homemade
Philadelphia - MSD
NBC SEAC Homemade
North American Aircraft PB
Bell Labs
IBM - Owego IBM 7090 PB
General Electric PB 250 GE
Syracuse ‘
Applied Science Corporation
of Princeton (ASCOP)
PMR, Pt. Mugu IBM 7090 PB
Aeronautic Research LGP 30
Associates of Princeton (ARAP)
Westinghouse Research
M.LT.
L.T.V. Chance Vought PB 250 EAI
Martin IBM 7090 EAI
Orlando
IBM 7090 McDonnell

McDonnell Aircraft




DATA HANDLING AT AN AMR TRACKING STATION
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SUMMARY

The downrange tracking station at Ascen-
sion Island (AMR Station 12) includes, as
partof its instrumentation, a real-time data-
handling system. Using digital techniques
primarily, this system collects, records, and
transmits data describing the trajectory of
selected ballistic objects within range of the
FPS-16 radar on Ascension Island., Among
its functions, the data-handling system per-
forms the following tasks:

e Aids the FPS-16 radar in initialacqui-~
sition of the ballistic vehicle, and in
reacquisition following any subsequent
loss of track.

e Records all raw data collected by the
FPS-16.

e Maintains communication with Cape
Canaveral (and with other tracking sta-
tions when required) prior to, during,
and after a flight.

e Provides stations further downrange
with real-time acquisition data in the
form of updated orbital parameters.

o Provides trajectory data to plotting
boards and other instrumentation at
Ascension Island.

The UNIVAC 1206 Military Real-Time
Computer is used as the centraldata proces-
sor, Associated with the computer are va-
rious data buffers, A/D and D/A converters,
data recorders, and communication equip-
ment.

Information concerning a planned flight
(nominal trajectory parameters and other
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data)is transmitted from the Cape to Ascen-
sion Island prior to lift-off. Shortly after
burn-out, actual, measured, parameters are
similarly transmitted, along with timingdata.

Within the computer, the dynamics of
ballistic flight are simulated -in real-time in
order to predict the coordinates of the vehicle
when it comes within range of the Ascension
radar. The radar uses these data to acquire
the target. After lock-on, the condition is
reversed, with the radar supplying track
data to the computer, and via the data-
handling system to the entire range network.
The mathematical treatment of the problem
involves editing and smoothing the data (for
which a '"combination" technique is used),
integrating the data to obtain a predicted
position of the vehicle, and then extrapolating
beyond the integration to obtain a still further
look-ahead. The interval of integration and
the manner of implementing it have been
tailored to fit the particular conditions en-
countered at Station 12,

The computer program may be consid-
ered as comprising two major routines: the
initialization routine and the acquisition and
track routine. Theformer routine is executed
prior to lift-off and sets the initial conditions
prevailing for a specific mission. The latter
performs the real-time acquisition and
tracking functions during the flight.

INTRODUCTION

The purpose of this paper is to report on
the use of a high-speed, general-purpose
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computer in the data-handling system of a
downrange radar tracking station—Ascension
Island. The real-time data handling system
for Ascension Island consists of equipment,
primarily digital, to collect, record, and
transmit data describing the trajectory of
selected ballistic objects within range of the
FPS-16 radar. The primary functions of the
system are:

(1) To aid the FPS-16 radar in initial
acquisition, and in reacquisition fol-
lowing any loss of track;

(2) To record all raw data collected by
the FPS-16 radar;

(3) To enable transmission of FPS-16
data from Ascension Island to Cape
Canaveral in real-time and/or post-
flight mode;

(4) To provide stations farther down-
range with acquisition data in the
form of updated orbital parameters;

.

(5) To provide real-time trajectory data
to plotting boards and other local in-
strumentation.

The equipment consists of three functional
groups: namely, the digital computer and as-
sociated peripherals, buffers and converters,
and the datarecovery system. (See Figurel.)
The computer group includes the UNIVAC
1206 computer, a magnetic tape handler and
control unit, and an AN/FGC-20 teletype-
writer unit. The buffers and converters
comprise the necessary analog-to-digital
and digital-to-analog converters, impedance
matchers, and format control buffers. The
data recovery group consists of two sub-
systems: the first is located on the Island
and is made up of a raw data recorder and
an output buffer for high-speed RF trans-
mission to the Cape. The second subsystem
is at the Cape, and consists of a high-speed
RF receiver, followed by an input buffer and
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Figure 1, Ascension Island Real-Time Data Handling System.
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a magnetic tape unit which records in the
same format used by the raw data recorder
on the Island.

The Tracking Problem

In order to provide, in real-time, acquisi-
tion data to a local tracking device and to
downrange stations, and to provide current
position data to a plotter, some form of pre-
diction is necessary. An accurate prediction
scheme, based on well known dynamic prin-
ciples governing ballistic motion in the vi-
cinity of the earth, can be implemented in
real-time by a fast digital computer with a
memory of moderate size.

Within the computer, the dynamics of
ballistic flight can be simulated in real-time
and used to predict the position and velocity
of the vehicle. This simulation must take
into account the non-sphericity of the earth
and the atmospheric drag. The prediction
information must then be converted to radar
coordinates and fed to the radar continually.
If the radar has not yet acquired, it will ac-
cept the information. After lock-on, the
radar will ignore the prediction data, butwill
quickly switch back to the acquisition mode
if track should be lost. In the following dis-
cussion, the physics and instrumentation of
the problem are discussed; system, mathe-
matical and programming considerations
subsequently follow; and finally, the results
are discussed and certain extrapolations
made.

Physics of the Problem

The specification of a method of orbit de-
termination (or more properly in this case,
orbit improvement) embraces a number of
items, all of which are interrelated. These
are:

e The parameters to be used to describe

the orbit

e The coordinate system(s) to be used

e The physical features to be included in

(and excluded from) the simulation
model

e Mathematical representation of the

model

e Mathematical methods to be utilized in

manipulating the model

o The form and rate of available inputdata

o The form and rate of the required out-

put data

o The time available for the computations

Since Ascension Island is one of several
stations widely spaced over the earth,a geo-
ceniric inertial coordinate system is the
most convenient choice for purposes of com-
munication among them. This coordinate
system is also a convenient one in which to
express the dynamic parameters of orbit
improvement and prediction. Furthermore,
the position coordinates and their time
derivatives, together with the time at which
they are valid, constitute a convenient set of
orbital parameters since they uniquely spec-
ify the orbit.

The dynamic principles governing the
motion of the object to be tracked are ex-
pressed in a set of simultaneous differential
equations. Newton's laws of motion applied
to the two-body problem provide principal
terms in these equations. Smaller terms
arise out of the effect of the asphericity of
the earth's gravitational potential. These
terms depend only on the position coordinates
of the bodies involved. In addition, when the
altitude of the orbiting vehicle is low enough,
the retarding effect of the atmosphere gives
rise to drag terms which are velocity-
dependent. Drag terms depend upon the den-
sity of the atmosphere, the shape of the
vehicle, the orientation of the vehicle with
respect to its velocity vector and the orien-
tation of the velocity vector with respect to
the computational coordinate system. Logic
must therefore be provided to insert the
drag terms whenever the altitude is below a
specified limit. An assumed-atmosphere
model and the drag characteristics of the
vehicle mustalso be includedin the program.

Prediction essentially means solving the
set of differential equations for a certain
epoch (time), given a sufficient set of initial
conditions. The presence of terms other
than the principal terms in the differential
equations precludes a solution in closed
form. Numerical integration methods must
be used to approximate the solution. These
methods advance the solution in stepwise
fashion, predicting ahead by a 2-second time
increment. The results obtained from one
step in the process become the inputs to the
next step.

~ Instrumentation

The choice of particular devices where-
with to implement the system must take into
account many ancillary factors, most of which
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can be satisfactorily handled either by the
computer program itself or by hardware
buffers. As in many other systems utilizing
a digital computer, there exists the problem
of converting from analog to digital form and
vice versa, as well as the problem of match-
ing the data rates demanded by external
equipments.

Some peculiarities of the external equip-
ment are accommodated by the computer
program. For example, after the predicted
position has been found in the computational
coordinate system, it must be represented
to the external buffering devices both in the
format and coordinates demanded by the de-
vices and with the required scaling. The
radar and the X-Y plotter both work in topo-
centric ("topos' = place) coordinate systems,
the radar in sphericalpolar coordinates, and
the plotter in Cartesian. In addition, data
for the radar must be modified by inclusion
of the refraction errors. It has not proven
necessary, however, to compensate for pos-
sible errors in the dynamic response of the
radar servo systems (although this may be
done and is done on the other systems).

Similarly, at the input end, a major task
of the computer is to interpret the input data
properly. In particular, a pulse radar, if it
has the capability of tracking beyond the
range which corresponds to the time between
pulses, has an ambiguity in its range data
because the equipment hasnoway of associat-
ing a return with the initial pulse which
caused the return. Consequently, range data
both to and from the radar are given modulo
R, where 2R is the speed of light divided by
the pulse repetition frequency (prf) of the
radar. In the Ascension Island system there
is the additional complication that the prf
can be selected at will by the radar operator
from among a number of alternatives. The
computer program must contain logic to add
R, the correct number of times in order to
resolve the ambiguity.

Communications

The system must communicate with the
operator and with the outside world at both
input and oufput ends. As mentioned pre-
viously, the system must receive nominal
orbital parameters before launch. These
data are used as back-up in the event of a
communications failure later on. After
burn-out, the system receives orbital

parameters based on measured up-range
track data. These are de-formatted and
checked for reasonableness in the computer,
as a guard against error in the communica-
tions system. Initial acquisition data for the
radar are based onthem. If they are garbled,
or not received at all, the nominal values are
used.

As output, the best setof orbitparameters
is transmitted downrange. During this phase
of the program, the computer formats the
data for transmission.

Because of the relatively slow rate of data
transmission, input-output functions consume
little computer time. The narrow bandwidth
of the communications system makes it de-
sirable that only one '"point" be transmitted
from up range and lends importance to the
computer's function of stepwise prediction
from a distantpoint to yield many acquisition
points for the radar.

Man-machine communication is achieved
by means of a radio Teletype unit attached
to the computer or to the radio link, the se-
lection being made manually. This device
permits entering the required data into the
computer and also allows the operator to
monitor, to a limited extent, the operation of
the computer. However, the switching from
pre-acquisition mode to acquisition mode to
tracking mode is fully automatic.

As indicated above, communication be-
tween the computer and the radar is via input
and output buffers. The buffers control the
data rates also, sending an "interrupt" to the
computer to signal the presence of inputdata
or a demand for output data. These demands
are quickly handled by the program, which
accepts and stores the input data and pro-
vides output data from previous computa-
tions. Between interrupts, the mathematical
calculations are carried forwardin prepara-
tion for future demands. The mathematical
formulations and methods and their coding
are such that the computation always stays
ahead of these demands.

System Operation

The interface between the data-handling
system and the other parts of the tracking
instrumentation includes points of contact at
the radar acquisition inputs, the radar out-
puts, the local acquisition console (for dis-
plays), the RF transmitter at Ascension, the
RF receiver at the Cape, and, finally, the
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7090 computer at the Cape. Figure 1 lists
the specific kinds of data exchanged across
this interface.

In order to explain the operation of the
system, a hypothetical mission is described
below in terms of the function of each equip-
ment shown in the system block diagram.

Prior to a mission, usually at least a day
before, the nominal or planned trajectory
parameters, drag tables, and refraction data
are transmitted to Ascension Island and in-
troduced into the computer via radio Tele-
type link for use during the actual mission.
These parameters are stored on magnetic
tape along with a copy of the program to be
used during the mission. Many subsystem
and - system confidence checks are also run
at this time.

During countdown, the complete system is
exercised by feeding the raw radar data
stored on the raw data tape unit into the raw
data buffer and thence to the rest of the sys-
tem. The Kineplex transmission link to the
Cape may be tested in this manner. Radar
calibration values (zero sets) are also given
to the computer at this time.

Shortly after burn-out of the last stage of
the missile, tracking instrumentation at the
Cape determines a final set of orbital param-
eters (X, Y, Z, X, Y, Z), all valid at some
time, t. This set—together with lift-off time
and time t—is transmitted to Ascension
Island, entered into the computer, tested for
reasonableness, and copied onto the back-up
program magnetic tape. The computer pro-
gram substitutes the second set for the first
set as soon as the second set is received. In
the event of communication failure, however,
the program will continue to operate on the
first set.

The parameter set is in an inertial, geo-
centric system. Time t is an instant in the
flight occurring after burn-out. Based on
this information, the UNIVAC 1206 integrates
the trajectory by stepwise integration to that
portion of the flight regime within range of
the Ascension Island radar. The computer
also establishes a time, t,, at whichacquisi-
tion will occur and sends the associated look
angles and range to the radar.

When to occurs, acquisition computations
are updated. Predicted values of slant range
(R), azimuth (A), elevation (E), andlocal x, y,
and z are transmitted, at the rate of 20 sam-
ples per second to the output converters, which
change the digital values to analog form.

Local x, y, and z are used by the local
acquisition bus and the plotters. The analog
(polar) R, A, and E values are converted to
synchro signals and fed to the radar servo
system; where they maintainthe radar dish in
position for acquisition. At the same time,
the computer generates a recommended mode
of radar scan (circular or raster)anddisplays
it to the radar operator. This recommenda-
tionis based on the probability of target pres-
ence asdeterminedinpart by the reasonable-
ness of the measured set of orbital
parameters.

R, A,and E values appearing at the output
of the radar are sampled by the raw buffer
at the rate of 20 samples per second. These
data are formatted along with range time,
ID (identification) bits, and parity checks,
and recorded on the raw data magnetic tape.
Figure 2 illustrates the recording format.
Concurrently, the data are given to the com-
puter in a similar format.

When the radar succeeds in locking on the
target, it generates an on-track signal. This
signal is detected by the computer, and if the
accompanying position data pass a reason-
ableness test, the computer program switches
from acquisition mode to track mode. If RF
propagation conditions permit, these same
data from the raw data buffer are converted
to three 40-bit words by the output buffer and
transmitted via Kineplex to the Cape at 80
words per second. There, a Kineplex re-
ceiver terminal reconverts the three 40-bit
words back to the original 28-character
format. The data are then recorded on a
second raw data magnetic tape, making the
information available to the Impact Predictor
at the Cape.

If while tracking the radar should lose the
target—during re-entry for example—the
computer will respond to the absence of the
on-track signal and immediately switch back
to acquisition mode. Acquisition data atsuch
times are based on past tracking data.
Further, if the missile is low enough in alti-
tude to be affected by them, drag forces must
necessarily be taken into accountin calculat-
ing the acquisition data.

For missions where the vehicle will im-
pact within the radar's line of sight, the
computer automatically prints out a pre-
dicted impact point. In the case of flights of
longer range, the computer calculates ac-
quisition data, which are then transmitted
downrange for use by other tracking stations.
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Figure 2.

Univac 1206 Computer

The computer used in this installation is
the UNIVAC 1206 Military Real-Time Com-
puter. This unit is a general-purpose, high-
speed, digital machine of modular con-
struction and ruggedized to meet military
specifications. In the configuration em-
ployed at Ascension Island,the computer has
the following characteristics:

e Internal core memory of 16,384 30-Dbit
words (expandable to 32,768),
8-microsecond cycle time
Single-address, indexed instructions
Wired-in bootstrap memory for initial
loading and recovery purposes
Fixed-point, one's complement, sub-
tractive arithmetic
Seven input and three output channels
Internal 7-day clock, with granularity
of 2-10 gecond
Over-all size of 30 X 37 X 65 inches

Program Philosophy

The main concern of the computer pro-
gram is the meshing of each component of

Format of Recorded Data.

the tracking system into a single, operable,
real-time unit. The specific objects which
must be ' mathematically related are the
earth, the vehicle being tracked, and the
radar. Past experience by many groups has
shown that computer simulation of a vehicle
in ballistic flight can be made very precise
since gravitational, atmospheric, and drag
parameters can be determined quite ac-
curately. However, missile simulation is
notoriously time-consuming;therefore, much
effort was spent in tailoring the simulation
exactly to the particular real-time problem
at hand. Numerical integration of the equa-
tions of motion of a vehicle in ballistic flight
about an oblate spheroid, with drag terms
when applicable, was chosen as the most de-
sirable method of simulation.

With the use of numerical integration, the
program can be made very symmetrical—
that is, numerical integration can continue
at all times, with the only changing factor
being the input or initial conditions. If the
radar is delivering high-quality track data,
these are used as the input to the numerical
integration; however, if high-quality track
data are unavailable, the integration will
continue using the results of the previous
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integration step as shown in Figure 3. Radar
data must pass a reasonableness test,be on-
track, and must have variance within a spec-
ified range to be considered of high quality.

A 2-second interval of integration was
chosen after a study of the accuracy of nu-
merical integration versus the integration
interval. Two seconds was found to be a
reasonable interval over all portions of the
flight; however, the integration interval could
havebeen much greater in the exo-atmosphere
phase, and perhaps smaller during re-entry.

The time sequence of the calculations is:
collect and smooth radar data; combine with
past data, and then use the results as input
to the numerical integration. Since all this
consumes time, extrapolation is used toyield
data three seconds '"ahead of the clock." If
the radar should lose track, the extrapolated
data are available for predicting future look
angles. If the radar is not transmitting high-
quality track data, the combination sequence
is bypassed, but the integration and extrap-
olation continue.

Mathematical Model

The importance of having a proper mathe-
matical description of the earth and vehicle,
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particularly during re-entry, is apparent.
Although the vehicle has traversed thousands
of miles since it was last observed, its po-
sition must be pinpointed within the beam-
width of the radar. Therefore, one system
design goal was that it should never be nec-
essary to scan the radar to acquire the
vehicle, although scanning is utilized to in-
crease the probability of acquisition.

Studies revealed that, for trajectories of
intercontinental range, negligible error was
introduced by neglecting the fourth harmonic
term inthe earth's gravitational equations[1].
The attraction of the sun and moon was also
neglected.

Atmospheric drag terms enter the com-
putations when the vehicle descends to 300,000
feet. The values of these terms are derived
from the drag characteristics of the par-
ticular nose-cone and the 1959 ARDC model
atmosphere [2]. Radar range and elevation
are corrected for atmospheric refraction
based on the surface index of refraction com-
puted prior to the flight [3].

An inertial reference system was chosen
for allmajor computations since in this sys-
tem the differential equations have their
simplest form. The familiar equation of
motion in vector form becomes:

EVERY J

O
o
|
|

COMPUTE
RADAR
LOOK ANGLES

NUMERICAL
INTEGRATION

(NEXT 2 SECONDS)

EXTRAPOLATION

(NEXT 3 SECONDS) ]

CONVERT TO A }—
LOCAL SYSTEM

NOT ON TRACK T

COMPUTE
PLOTTER DATA

|
|
|
|
I
|
|
l

Figure 3. General Outline of Prediction Technique.
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R =G - Fp/m

where R is the position vector for the center
_ of the earth
G is the earth gravitational force vec-
tor as "'seen' by the vehicle at po-
sition R. In this application G in-
_ cludes the second harmonic term.
F), is the drag vector and has the form
-1/2C, pAVaR
Cp is the drag coefficient, p is air
density, A the cross-sectional area,
Va the absolute value of vehicle
velocity relative to the atmosphere,
and R the inertial velocity vector.
m is the mass of the vehicle,
Note in this equation that no lift or thrust
terms are provided. Also, the vehicle is as-
sumed to be both a point mass and a constant
mass.

A fourth-order Runge-Kutta-Gill integra-
tion method was selected because of its self-
starting ability and ability to change inte-
gration interval in a simple manner [4].
Since the method is basically a truncated
Taylor-series expansion, the truncation error
in the fourth-order integration is proportional
to the fifth derivative of the integrated quan-
tity. The fourth-order scheme makes four
complete passes through the differential
equations.

Processing of Raw Data

Raw radar data are collected for two sec-
onds and fitted to a second-order polynomial
by means of least-squares. This filtering
and smoothing technique delivers midpoint
values of radar range, azimuth, and eleva-
tion and their velocities, all valid at the filter
midpoint.

Midpoint range and elevation are cor-
rected for atmospheric refraction (the re-
fraction error is considered constant over
the 2-second period) and used in a "'combi-
nation'' technique. Before combination, two
additional computations must be performed.

a. The variance (noise) of the raw range,
azimuth, and elevation is estimatedus-
ing second-order variate differences
[5]. Thevelocity variance is considered
proportional to position variance.

b. During the previous 2-second computa-
tion, the predicted position and velocity
at the time t were computed by nu-
merical integration and extrapolation.

The variance of each of these quan-
tities is also computed.

Two estimates of each parameter and the
variance of each parameter are now available,
K X,, X¢ are the predicted and filter mid-
pomts respectively, and o2, 0 the variance
of the predicted and filter m1dpo1nt then the
combined value and its noise are:

~ (1/0;) X + ,(1/K0P2) X,
B (1/0F2) + (1/K0P2)
. - 1
¢ (l/on) + (1/K0P2)

K multiplies the predicted variance, and was
chosen as 1.35. Increasing the predicted
variance tends to put more weighton the data
from the filter.

The combined value is used as mput to
the numerical integration after conversion
to inertial space. The results of the inte-
gration yield a new predicted parameter to
be used on the following cycle; that is, after
integration and coordinate conversion, C
becomes the new X_. The integration co-
ordinate conversion also yields the o, that
will accompany X,,.

It is thus ev1dent that a particular Xy
will indirectly enter into the combination
scheme over and over again, with lessweight
each combination cycle because the data are
getting older. Thus, the K constant controls
the memory of the combination scheme; K =
1.35 weights the oldest data (18 filters old)
at 1% of the entire span.

Program Organization

The computer program is organized into
two parts: the initialization routine and the
acquisition and tracking routine.

The initialization routine:

1. Accepts preliminary data via Teletype

link;

2. Writes recovery tape;

3. Accepts in-flight message or lift-off

time;

4. Develops the acquisition point.

The acquisition and tracking routine:

1. Accepts tracking information from the

radar through the raw data buffer;

2. Provides designation dataforthe radar

through the output converter;
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3. Provides real-time trajectory data to
the plotting boards and other instru-
mentation through the output converter;

4. Provides updated orbital parameters
for downrange stations via the radio
Teletype link;

5. Provides visual display of recom-
mended scan mode and target range.

Each routine has its own executive routine
which controls the subroutines necessary to
perform its functions. As in all real-time
systems, one basic problem is the sharing
of time among different functions. The pur-
pose of the executive routine is to allocate
time to the various subroutines in such a
manner that all functions may be performed
in their proper sequences and within their
time restrictions.

The basic time requirements considered

in the program organization were:

1. To provide radar designation, plotter
data, and visual display every 50 ms

2. To accept radar data every 50 ms

3. Tomaintain a 2-second prediction cycle

4, To be capable of transmitting up-dated
orbital parameters downrange every
30 seconds

The computer is synchronized to range

time through an external interrupt generated
by the raw data buffer and output converter
every 50 ms. Immediately after the program
has been loaded into the computer from mag-
netic tape, the initialization executive routine
assumes control and the following functions
are performed:

1. Accept Preliminary Data

The following Teletype inputs are called

for and accepted by local insertion:

a. Nominal Trajectory Message contain-
ing an inertial set at some point soon
after burn-out for the theoretical tra-
jectory; the delta time since lift-off at
which the pointisvalid; and the physical
characteristics of the nose cone.

b. Calibration Data consisting of correc-
tions to be applied to radar data, as
determined by pre-mission calibration.

c. RefractionData consisting of tempera-
ture, barometric pressure, aqueous
vapor pressure, from which the index
of refraction is computed.

d. Plotting Board Scaling Data consisting
of the origin and maximum values for
the plotting board.

2. Write Recovery Tape

The entire program, including above in-
puts, is now written on magnetic tape and
check-read for recovery purposes.

3. Accept In-Flight Message or
Lift-Off Time

The program accepts either an in-flight
message for some point soon after burn-out
(which can be introduced directly through the
Teletype linkage), or a locally inserted lift-
off time and delta time will give a nominal
starting point for the inertial set. A 'ball
park' checkismade on the in-flight message,
and if it fails, the operator has the option of
continuing or inserting lift~off time to use
the theoretical inertial set for a starting point.
It should be noted that any recovery procedure
will cause the program to jump to the point
where the in-flight message or lift-off time
can be introduced into the computer. There-
fore, the initial steps through writing the re-
covery tape can be done many hours before
the shot if it is advantageous to do so.

4, Develop Acquisition Point

The inertial set of the starting point is in-
tegrated ahead by 30-second steps. After
each integration step, the range, range rate,
and elevation of the point with respect to the
radar are calculated as is the altitude of the
point with respect to the subsatellite point.
Various checks are made to determine
whether the point is within acquisition range
of the radar, or if the target will splash be-
fore it comes into acquisition range, or will
not come into acquisition range for other
reasons. If the program determines no ac-
quisition is possible, the operator is notified
and the program terminates. When the point
is determined to be in the acquisition range
of the radar, the input to the last 30-second
integration step is used to integrate the point
into the acquisition range of the radar by 2-
second steps. The time of the last inertial
set is then checked to determine if it is at
least 4 seconds ahead of t,. If the time of
this point should fail this test, the integra-
tion is continued in 30-second steps if the
point is outside the atmosphere (300,000 feet),
or 5-second steps if it is in the atmosphere,
until either the condition is satisfied or the
program terminates due to a splash or
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out-of~range condition. The output of the
last integration becomes the point of acquisi-
tion, and its associated time tois the acquisi-
tiontime. Through integration, extrapolations
coordinate conversion, and interpolation, all
initial conditions required for the transition
to the acquisition and tracking routine are
developed. Thedesignationdata to the radar,
plotter data, and visual displays for the ac-
quisition pointare then continuously buffered
out to the output converter while t, is being
checked against acquisition time, T. When t,
and acquisition time are equal, control is
transferred to the acquisition and tracking
executive routine.

In analyzing the mathematical functions of
acquisition and tracking, it becomes apparent
that three basic repeating cycles of per-
formance are involved:

1. A data cycle that occurs every 50 ms

2. A prediction cycle that occurs every 2

seconds

3. A transmissioneycle thatoccurs every

30 seconds

The acquisition and tracking routine was
therefore organized into three major tasks
or routines to correspond to these cycles
and perform the functions required:

1. 50-ms task

2. 2-second task

3. 30-second task

The three major tasks are controlled by
the acquisitionand tracking executive routine,
which allocates time to the various sub-
routines in the proper order and at the proper
time topermit the performance of these tasks
without interference with each other. The
Task Flow Chart in Figure 4 indicates the
logic connecting the three tasks.

The data flow revolves around the me-
chanics of the filter and the combination of
smoothed andpredicted data. The filter takes
every other piece of radar data over a 2-
second span. The last point into one filter
becomes the first point of the next filter.
The output of the filter is at the midpoint of
the span. The integration is arranged so that
each step is time-correlated to the output of
the associated filter. The predicted values
for radar designation and plotting are inter-
polated between 3-second extrapolations of
the outputs of the integration steps. At the
time of acquisition (T), after control has been
turned over to the acquisition and tracking
executive routine, the following quantitiesare
provided by the initialization routine:

INTERRUPT

—0O

50-MSEC TASK

TIME FOR NO
] 2-SEC TASK ?

YES

2-SEC TASK

TIME FOR
30-SEC TASK ?

YES

INTERRUPT

30 —SEC TASK

WAIT FOR
INTERRUPT

Figure 4. Task Organization
of Acquisition and Tracking
Routing.

1. A starting point for the integration

valid at T-1 second. :

2. Extrapolated points for both T and T+2

seconds.

3. Interpolated designation and plotting

data at 50-ms intervals between T and
T+2 seconds.

During the first 2 seconds in the aequisi-
tionand tracking routine, the following events
occur:

1. Every other sample of radar data is

applied to the filter;
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2. The interpolated designation and plot-
ting values between T and T+2 are out-
putted to the output converter at the
time they are valid.

and concurrently:

3. An integration step from T-1 second
to T+1 second is performed.

4. The output of the integration is ex-
trapolated from T+1 second to T+4
seconds.

5. The extrapolated valuesfor T+4 seconds
and T+2 seconds are converted and in-
terpolated for designation purposes.

At T+2 seconds, a new filter is started.
The output of the previous filter is valid at
T+1 second and corresponds to the output of
the integration. The starting point of the new
integration cycle is determined and the cycle
is determined and the cycle repeats itself.
At T+2 seconds,andevery 30 seconds there-
after, the output of the integration is checked
for transmittability, and if so, the down-
range transmission is initiated.

- Taking advantage of the range-time in-
terrupt, the acquisition and tracking routine
is able to use this feature as its sole source
of control and timing. The internal computer
clock is used to check for extraneous or
missing interrupts. Each interrupt signals
the start of a block of radar data through the
raw buffer and automatically transfers con-
trol to the executive routine.

The various functions of the routine are
ordered according to the following priority:
The interrupt routine (executive)

The 50-ms task

The 2-second task

The 30-second task

Wait (a passive subroutine executed
after all other tasks are completed and
the computer is awaiting the next in-
terrupt).

The 50-ms task is initiated every time an
interrupt is received. The 2-second task is
initiated after every fortieth 50-ms task.
The 30-second task is initiated after every
fifteenth 2~second task. As noted below, the
three tasks are performed in far less time
than their nominal cycle times. Thus, the
2-second task can be performed in the time
remaining from the 50-ms task.

Similarly, the 30-second task can be exe-
cuted in the time remaining after the 50-ms
and 2-second tasks have been completed.

The 50-ms task requires a maximum of
27.4 ms and an average of 17 ms. The

.

el e

2-second task requires a maximum of 300
ms, and the 30-second task requires a maxi-
mum of 86 ms. Thus, an effective maximum
of 35 ms per 50-ms interval is used. In
other words, the computer is said to be
loaded by no more than 70 per cent. The
combination, integration, and extrapolation
computations previously described require a
maximum time of 155 ms exo-atmosphere
and 186 ms endo-atmosphere. The total op-
erational program is 12,000 instructions in

length.
CONCLUSIONS

To date, three such data handling systems
have been installed: at Station 12, as already
described; at Station 13, near Johannesburg,
South Africa; and at Station 9.1 on the Island
of Antigua.

At this writing (Nov. 1962), the station at
Ascension Island has successfully performed
computer-aided acquisition, tracking, and re-
acquisition before and after reentry. Station
13, more recently installed acquired the
Aurora 7 capsule onitslast pass. Station 9.1
has also been tested successfully.

Many other functions and greater general-
ity could be incorporated in the data-handling
system. In the future, additional sophistica~
tion will not be optional but will be required
because of the ever-increasing demands of
both our space and military missions.

The most recent advance in range-tracking
coverage results from the placing of track-
ing stations aboard ships. Here, in the cal-
culation of acquisition data, the data-handling
system must consider all ship motions which
can affect the radar data. These include
roll, pitch, navigation maneuvers, and even
flexure of the ship which occurs between the
inertial platform of the navigation equipment
and the radar pedestal.

An obvious extension of downrange track~
ing stations is the ability to detect and meas-
ure the beginning or termination of thrust
during orbit transfers and maneuvers. The
implementation of this ability must await
further study of signal-to-noise ratios and
the sampled-data characteristics of the in-
strumentation. To detect low thrusts by
means of tracking data alone requires very
sensitive digital filters, but these take time
to settle before giving an indication that thrust
is detected (or terminated). This extra time
(5 to 10 seconds) may easily be comparable
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to the thrust duration itself; hence one is
fortunate to detect it, let alone measure it.

A possible solution is to receive telemetry
measurements of accelerationfrom the Cape,
but this entails decommutating and sorting a
great mass of data and possibly converting
analog-to-digital words suitable for com-
puter input. These communication and data
extraction problems are not known to have
been solved on a real-time basis as yet.

Another attribute which will be realized
some day is the assignment of some portion
of the command and control function to the
remote site, e.g., orbit transfer, With an
"intelligent"” program, certain parameters
of the orbit can be measuredand transmitted
in error-correcting code back to the Cape
via radio Teletype link. On the basis of
these, the go-ahead can be teletyped back to
make final measurements, check for addi-
tional deviations, check the control link, and
finally to issue the command itself. The ex-
pected effects of the command can then be
monitored, and predictions of the resulting
orbit quickly made and relayed to other sta-
tions as well as the central control at the
Cape. These are but a few of the enhance-
ments that someday will be mandatory at
such tracking stations.
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INFORMATION PROCESSING FOR
INTERPLANETARY EXPLORATION

T. B. Steel, Jv.
System Development Covporation
Santa Monica, California

Payload limitations, environmental con-
straints, ignorance of the relevant human
factors, cost and the generally hazardous
conditions surrounding manned vehicles in
interplanetary space have combined to elect
machines as the probable predecessors of
men in the exploration of the Solar System.
This, of course, is not to deny that man will
soon follow—we may rest assured that he
will. Indeed, manned space flight has been
called "the ultimate biological experiment."
It is a fact, however, that the capability to
place a substantial quantity of machinery in
the vicinity of the planets will exist well be-
fore a human being can make such a trip in
safety. Prudence and the urgency of scien-
tific curiosity join to suggest that this ca-
pability be exploited in full.

The design of appropriate exploratory
devices—planetary probes—is already under
intensive investigation in a number of labo-
ratories. Although many of the basic prob-
lems of propulsion, guidance, encapsulation,
sensing, recording and reporting are well
understood and their treatment is in capable
hands, the vital question of providing real
time direction to the resultant complex of
equipment, surprisingly, has been almost
totally ignored. For example, Reference 1,
a widely used text on the subject of space
technology, devotes less than three of its
eleven hundred pages to the subject of com-
puters—furthermore, over half of thosethree
pages are given over to photographs of com-
ponentry! This seems an undue de-emphasis.
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The principal objective of this paper is the
exploration of this gap in the development of
the science of astronautics.

Certainly few would doubt that the proper
substitute for a human brain in this context
of space exploration is a digital computer, a
thesis fully supported in the sequel. If the
literature is representative, most astronau-
tical engineers and instrumentation designers
seem to expect the employment of a device
similar in character to a missile guidance
computer, although, as was observed above,
the subject does not seem to have been given
very serious consideration. It is argued be-
low that the resulting picture of a lightning-
fast, fixed program computer as a planetary
probe control organ is almost certain to be
incorrect.

It must be kept in mind throughout, of
course, that this question of the sensible de-
sign of an informationprocessing system for
a planetary probe cannot, realistically, be
divorced from a study of the total probe sys-
tem. A complete systems analysis is essen-
tial if optimum allocation of resources is to
be obtained and, in view of the enormous ex-
pense of interplanetary exploration and the
absolute limitations on available scientific
manpower, a serious pursuit of this ideal of
optimization is clearly imperative.

In additionto the need for a systems anal-
ysis of individual probes, it is important to
view each particular probe as a subsystem
of the larger complex of equipment and ex-
periments whose total mission is the advance
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of human knowledge about the physical and
biological character of the Solar System.
Study of the interaction among soft-landing
vehicles, fly-by probes, the Orbiting Astro-
nomical Observatory, eventual manned space
travel and a variety of other experimental
activities is an integral part of the design
process for each.

No attempt has been made to cover in
depth the several points noted in the preced-
ing two paragraphs. This paper is less am-
bitious. What has been done is to provide a
rough estimate of the influence of those
characteristics of a total probe system that
appear to have a bearing on the information
processing subsystem, discuss appropriate
configurations of hardware and software in
the light of requirements imposed by thetask
and environment, and present some prelimi-
nary conclusions concerning the design and
programming of a nerve center appropriate
to an unmanned vehicle intended for explora-
tion of the Solar System. The fact that the
conclusions of this analysis, superficial as
it is, are at considerable variance with the
tacit assumptions current in the literature
is- excellent evidence of the vital need for a
complete systems analysis prior to any de-
sign effort.

In order to develop the theme, it is nec-
essary to re-examine the raison d' etre for
planetary probes and infer the general char-
acteristics of a probe as a system. In its
broad outlines, of course, the mission of
such a vehicle is straightforward. A plane-
tary probe must carry appropriate instru-
ments to the vicinity of a selected celestial
object, record physically observable data
and report this data accurately to sites on
Earth. On the one hand, a planetary probe
may be merely an instrumented comet which
is placed in a near-miss orbit; i.e., a fly-by
probe. Alternatively, it may be subjected to
capture by the target planet. In this latter
case it may be designed either to enter a
circum-planetary orbit as a satellite or else
to make a landing, hard or soft, on the sur-
face of the target body.

In the event that the option of a soft land-
ing is exercised, the payload package of the
probe may be mobile as a unit, possess mo-
bile sub-units or be totally and permanently
bound at the point of landing. The data col-
lection instrumentation may be wholly pas-
sive, sensing only signals that are generated
naturally by the environment, or may include

active elements, dynamically interfering
with the environment in order to elict infor-
mative responses.

The data gathered as a result of these
observations may be reported to Earth either
through some form of interplanetary broad-
casting or by actual recovery of some por-
tion of the probe. The recovery tactic, of
course, requires a two-way mission plan.
Direction and supervision of the behavior of
the probe and its instruments may be Earth
based—in which case there is a requirement
for Earth-to-probe communication—or this
control may be internal to the probe. In the
event that control is self-contained, reac-
tions may be pre-programmed in their en-
tirety or left subject to some degree of adap-
tive modification.

A wide variety of possible destinations
for planetary probes may be contemplated,
ranging from the Moon to the outermost
planets. The ambient conditions to which
these probes and their instruments will be
subjected are extremely varied. On the
bright side of Mercury the temperature is
sufficiently high to liquify some of the less
refractory metals, while some of the satel-
lites of the trans-Jovian planets are cloaked
in methane and ammonia snow. Pressure
may be virtually absent, as in interplanetary
space, or heavier than that found on the ter-
restrial ocean floors, as in the atmospheres
of the giant planets. The local chemistry
may involve the three atmospheres of CO,
anticipated at the surface of Venus or a cor-
rosive poison of free radicals such as ex-
pected in the atmosphere of Jupiter. Omni-
present hazards during transit include hard
radiation and micrometeorites. It shouldre-
quire little imagination to realize that probes
of many different designs are essential.

In direct contrast to this clear require-
ment for multiple designs in the case of in-
strumentation, shielding, and the like, the
hardware of the control and information
processing subsystems of planetary probes
seems to be rather free of dependence onthe
precise mission, excepting, of course, pro-
tective covering and, possibly, some compo-
nent design. This point may be made most
emphatically when the control center envi-
sioned is a stored program computer. Cer-
tainly there will be differences of detail,
especially in the linkages to the instrumen-
tation, but this is a matter of only incidental
concern to the considerations of this essay.
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While the substance of the remarks below
is speculative and quite general in scope, it
seems wise to create a specific image to
serve as an anchor for the imagination. Ac-
cordingly, in the remainder of this paper at-
tention will be focused on a particular mis-
sion: that mission most likely to first benefit
from these considerations, The period un-
manned exploration of the Moon has already
begun and, if the present Apollo schedule is
realistic, may have given way to manned
exploration by the time the suggestions of
this paper could be significantly implemented.
Instrumented comets have already begun to
explore the inner Solar System and others
are expected momentarily. On the other
hand, a brief reflection on the energy re-
quirements indicates that direct examination
of the outer Solar System, beyond Mars, will
remain infeasible until exotic propulsion
systems become practical.

It seems reasonable, therefore, to center
attention upon a second generation of rela-
tively sophisticated probes aimed primarily
at Venus and Mars. As a consequence of in-
tense study over many years and the fortu-
nate circumstance that its surface is acces-
sible to visual observation, a good working
hypothesis isavailable concerning conditions
on the surface of Mars. The situation re-
garding Venus is far less happy. Accord-
ingly, this paper will concentrate on a spe-
cific Mars probe. It must be kept in mind,
however, that the general design strategy
espoused herein is catholic, applying equally
well to probes of Venus and other parts of
the Solar System,

* Prior to detailed examination of a pro-
posed Mars probe, however, it will be in-

structive to reflect briefly on the nature of

Venus [2], as it provides an excellent ex-
ample of the uncertainties which may be
overcome only by expensive repetition or
inherent flexibility. Four rather different
views of the nature of the Cytherean surface
have their serious advocates, and present
evidence is, as yet, unable to decide with
certainty among them. The classical picture
of Venus shows a steaming swamp similar to
the geologist's conception of the Earth in its
Carboniferous era [3]. Recently this view
has begun to give way to a picture of an arid,
wind-swept desert overlain by clouds of
dust [2]. Fred Hoyle [4] has proposed that
the entire planet is covered by an ocean of
oil with the cloud layer a giant umbrella of

smog. Finally, Menzel and Whipple [5] have
argued in favor of a global ocean of soda
water. Although the desert picture is rapidly
gaining adherents, the jury is still out. Small
wonder that the hypothetical planner of a
manned expedition to Venus would be in a
quandry over whether to send along a paleo-
botanist, a mineralogist, a petroleum geolo-
gist, or a deep-sea diver with a bottle of
Scotch.,

Man has long speculated on the nature of
the planet Mars, and the experiments which
will be conducted from planetary probes,
such as the subjects of this discussion, will
go far toward giving definitive answers to
many often-asked questions. Much has been
deduced already, however, about the struc-
ture and general character of Mars on the
basis of terrestrial observations [2,6,7,8, 9].
The resulting descriptive picture, together
with some relevant numerical data, is sum-
marized in the next few paragraphs.

Mars is the fourth planet in the Solar
System and the next out from Earth, Its or-
bit is relatively eccentric and about half
again as big as the orbit of Earth, resulting
in a Martian year almost twice as long as an
Earth year. A small planet, Mars has a
radius about half that of Earth. This small
size combined with a density lower than that
of Earth leads to a low surface gravity and,
consequently, a thin atmosphere. The inter-
nal structure of the planet is estimated to be
analogous to that of Earth but with a less
well defined core and a more equitable dis-
tribution of radioactive material throughout
its various layers. This accounts for the
apparent absence of substantial tectonic ac-
tivity and the nearly—although not totally—
smooth surface.

The Martian atmosphere is almost en-
tirely nitrogen with traces of argon, carbon
dioxide, water vapor and (presumably) oxy-
gen. Atmospheric pressure is 85 millibars
at the surface of Mars—approximately that
of the Earth's atmosphere at an altitude of
16 kilometers. Clouds are observed in the
Martian atmosphere at four altitude levels.
Yellow clouds near the surface are probably
dust clouds raised by desert storms. They
may on occasion cover a substantial fraction
of the planet's surface and are seen to be
carried for several thousand kilometers by
winds. At an altitude of 15 to 25 kilometers
white clouds are observed. Polarization stud-
ies suggest that these clouds are composed
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of tiny ice crystals and have much in com-
mon with cirrus clouds on Earth. Just above
the white clouds are found blue clouds—again
presumably tiny ice crystals, analogous to
terrestrial mother-of-pearl clouds. Finally,
in the 75-100 kilometer region another layer
of blue-violet clouds is observed; these are
presumed to be minute carbon dioxide crys-
tals--clouds of dry ice.

The electromagnetic properties of Mars
are unknown from direct observation, but
physical theory suggests the existence of a
mild planetary magnetic field, van Allenbelts
of less strength than those found around the
Earth and a problematical ionosphere which
is likely to be temporary and is certainly
situated almost at the planet's surface.

Four surface phenomena are important to
recognize; pole caps, bright areas, dark
areas and canals, Mars has pole caps which
are observed to form during the autumn and
winter in each hemisphere under a thin icy
mist in the atmosphere. The caps are white
in color with occasional yellowish tints and
are probably analogous to terrestrial hoar
frost with anadmixture of dust. At maximum
a cap will extend to about 65 degrees latitude
and is not more than five or six centimeters
thick atits center. During the spring the cap
will melt from its edge (actually hoar frost
sublimes directly to vapor at the ambient
conditions on Mars) and a wave of humidity
is observed to pass along the surface of the
planet, across the equator and to the other
pole.

Three quarters of the surface of Mars is
taken up by the bright areas which are re-
sponsible for the planet's characteristic red-
dish color. These areas are sandy deserts
of silicated dust colored red by ferrous oxide
and other red metallic minerals. Visual and
polorimetric observations are consistent with
a moderate relief of the surface. Irregular
retreat of the pole caps suggests a topograph-
ical variance of about 1000 meters [10]. The
remainder of the surface is covered by the
dark areas, greenish brown in color, fluctu-
ating in intensity with the seasons. Current
theory holds, for the most part, that the phe-
nomena observed in these dark areas are
best explained by the existence of a living
plant community,

The possibility that Mars possesses an
indigenous biosphere has, of course, long
provided one of the most exciting vistas in
scientific inquiry. Speculation on the reality

and nature of a Martian biological system
has been rife for fifty years [11]. Current
thinking [9] on this subject draws a picture
of higher plants with broad, flat and very
thin leaves oriented to the sun in the daytime
and rolled up into a small cylinder at night.
Fast warming during the daylight hours is
facilitated by pigments black to ultraviolet,
visible and infrared radiation, possibly ac-
companied by a color change toward white at
night. During the night the plants would
either noctivate or freeze solid, only to re-
sume full metabolic activity with the coming
of dawn.

The poor oxygen availability may be sup-
plemented by micro-organism stimulated
reduction of iron oxides. In any event, Mar-
tian plants should be extremely efficient by
terrestrial standards in conserving oxygen.
Given the existence of higher plants, there
is the distinct possibility that individuated,
mobile biota (usually called animals) exist.

Finally, the ubiquitous canals are now
known to striate the planet. Their existence
is nolonger in questionas there is now avail-
able direct photographic evidence, but their
nature remains obscure. Determination of
the true nature of these canals will be one of
the major tasks of early Martian exploration,
although the scientific importance of them is
liable to be small—the explanation for the
canals will probably be obvious a posteriori.
Nevertheless, so much speculation has been
expended on these canals that it is certain
that human curiosity will insist on satis-
faction.

The mean surface temperature on Mars
is found to be -40°C in contrast to +15°C on
Earth. The diurnal variation of temperature
near the equator in the desert areas has a
run from -55°C to -3°C with the minimum
just before sunrise and the maximum about
2 P.M. local time. The dark areas average
8°-10° higherboth day and night. The atmos-
phere is quite dry. Indeed, the mean amount
of precipitable water vapor expected in the
atmosphere at the equator is 0.1 mm and the
maximum over the pole capsis only 0.7 mm!
Although clouds are sometimes present, as
indicated above, they are quite rare by ter-
restrial standards, there being many days
when no clouds at all are observed anywhere
on the planet, except what appears to be a
sunrise fog. The Martian wind pattern is
similar to that of Earth except that irregu-
larities are mitigated by the absence of an
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ocean-continent division. Wind velocities of
15 kilometers per hour are normal but ve-
locities of up to 60 kilometers per hour have
been observed.

The above account of the general charac-
teristics of Mars has been given overcon-
fidently. So little is certain and so much is

hypothetical that it seems best to give a pos-
itive description and then provide a general
disclaimer, It is likely, however, that this
picture is correct in most essentials, and it
is certainly adequate for the remainder of
this discussion. Tables 1-6 below summa-
rize and quantify the preceding discussion.

Table 1 Table 2
Orbital and Rotational Elements of Mars Areoid
Epoch 1920 Jan 090 GMT Mean radius 3.313 x 108 cm 0.520 &
Oblateness 0.005215
major axis 2,281 X103 cm 1.524 @ Surface
eccentricity  0.09333 area 1.379 x 1018 cm? 0.270 ®
inclination 1° 51' 33" Volume 1.522 x 102 c¢m3 0.141 @
perihelion 334° 35' 12" Mean
period (year) 5.9355X107 sec 1.88 o * density 4,24 gm cm 3 0.768 &
rotation (day) 8.8775X 104sec 1.015e Mass 6.45 x 1026 gm 0.108 @
— Surface ‘
*Martian year = 668.6 Martian days. gravity 3.92 x 102 cm sec™? 0.400 @
Table 3

Internal Structure

Composition 70% Silicate phase 30% Iron phase
Depth Radius Pressure Density c iti
(cm) (cm) (dyne cm ~2) (gm cm™3) omposition
0 3.313x 108 0 3.28 .
3.00 X 106 3.283 X 108 3.0 X 10° 3.30 } o810,
2.08 x 107 3.105x 108 2.5x1010 3.36-3.87
5.00 X 107 2.813 x 108 6.4 X 1010 3.93
1.000 X 108 2.313 x 108 1.3x 10 4.03 (Mg,Fe),SiO,
2.000 x 108 1.313 x 108 2.3 x10!! 4.17 Olivine II
2.583 x 108 7.30 X107 2.8 x1011 4.25-10.1
3.313 x 108 0 3.5 x1011 10.3 (Fe,Ni)
Table 4
Martian Seasons
: : Duration
Heliocentric Long. N. Hem. S. Hem, (Mars days)
87°-177° Spring Autumn 194
177°-267° Summer Winter 177
267°-351° Autumn Spring 142
351°-87° Winter Summer 156
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Table 5

Martian Atmosphere

Composition Gas '{(‘31:;01;?;;8) Volume
N, 1.8 x 103 0.985
A 2200 0.012
Cco, 440 0.0025
0, 100 0.0005
Kr 0.2 1076
Xe 0.02 107
Height Temperature Pressure
Structure (km) (°C) (mb) Phenomena
(0 -20 85 Yellow Clouds
5 -40 64 (dust)
10 -60 48
. 15 -80 36
g:ﬁ;’ﬁgﬁ‘% < 20 -100 27 White Clouds
25 -110 20 Blue Clouds
30 -120 15 (H,O ice)
35 -130 11
L 40 -145 8
Tropopause } 45 -160 6’
Temperature min
50 -145 5
55 -120 5
Radiative 60 -110 4
Equilibrium 65 -105 4
70 -100 4 Blue-viloet Clouds
75 -100 3 (CO, ice)
Consider, now, a descriptive exposition
Table 6 of the voyage of an hypothetical Mars probe.
As both the circum-planetary orbit and the
Martian Surface Temperature hard landing (impact) missions are relatively
v limited in their information processing re-
Seasonal temperature - °C - quirements,the obvious choice of an example

local noon mean

equator

tropics - summer
tropics - winter
temperature - summer
temperature - winter
poles - summer

poles - winter

Peri-
helion

+20
+20
-10
+20
-30
+10
-80

for this discussion is an unmanned, one-way,
soft landing probe whose target is the sur-

Aphe- face of the planet Mars. Although the two-
lion way mission is perhaps 'more challenging to
the astronautical engineer, it is the one-way

0 mission that presents the more complex set

+10 of problems to the designer of the informa-
-20 tion processing subsystem. If data reporting

0 were to take place by recovery, as might be

-50 expected for the two-way mission, the infor-
-10 mation processing system would not have to

-100 organize the data collected; it could merely
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store it for data reduction on Earth. In the
one-way situation, however, there is a need
for broadcasting data with the attendant, and
potentially involved, requirement for encod-
ing prior to transmission. Further, the high
energy needs of the two-way mission suggest
that consideration of the problems of the one-
way case is realistic in the light of present
constraints on payload mass and volume.

Due to the present state of the propulsion
art, serious consideration must be given to
the energy requirements of any mission in
interplanetary space [12]. First and fore-
most, of course, this translates into the
mass limitation on payload noted above. It
also limits the possible launch dates as the
relative positions of the source and target
planets must be appropriate if a ballistic
trajectory between them is to have minimum
energy requirements. Table 7 below lists
those time periods in the remainder of this
decade during which it will be possible to
launch a probe intoa minimum energy trans-
fer ellipse in such a way that the Earth-Mars
constellational requirements are satisfied
for a planet-to-planet transfer. There are, of
course, precise points in time when the exact
conditions for a true minimum are extant, but
anytime within roughlya monthon either side
of such a minimum point may be considered
acceptable in the Earth-Mars case.

Although the development of non-chemical
propulsion systems will reduce and, per-
haps, eventually eliminate the significance
of minimum energy transfers, and various
system considerations such as communica-
tion power requirements may yield optimum
orbits different from minimum energy trans-
fer ellipses, Table 7 will serve as a satis-
factory guideline to the type of constraints
that will be in force for the remainder of
this decade. For the purpose of illustration,
then, this table will constitute a fundamental
limitation.

While it is possible that some of the con-
cepts discussed below could find their way
into a system whose operational date is late
in 1964, past experience with the lead times

necessary for the effective combination of
hardware and software, together with cur-
rent vehicle planning, suggests the end of
1966 as a reasonable target date for initial
serious implementation of the ideas con-
sidered in this paper. The date itself is im-
portant here only for the indication it gives
of the techniques that may be available for
incorporation in the information process-
ing subsystem of the probe. In addition, of
course, selection of a particular date per-
mits the discussion of design criteria to be
given substance in terms of a specific ex-
ample. It must be re-emphasized, however,
that the principles involved are quite inde-
pendent of the quantitative material that is
exhibited for this special case.

Consider, then, the following program for
an exploratory Mars Probe; an admittedly
artificial plan,but one whose parameters are
well within the range of the feasible. The
vehicle,a three stage device with a separable
payload—perhaps a Saturn C-4, currently
programmed for the Voyager project [13]—is
launched around Christmas in 1966'. The
first two stages exhaust their propellant and
are detached from the third stage and pay-
load after placing them in a ballistic trajec-
tory towardthe orbit of Mars. (It is possible
that this is accomplished in steps by first
entering an orbit around the Earth, rendez-
vousing with a supply rocket, refuelling in
space and then enteringthe excape maneuver,
This isirrelevant topresent concerns.) Cur-
rent estimates suggest that about 2500 kilo-
grams can be placed in a circum-Martian
orbit in 1967. Figure 1 illustrates a typical
launch profile.

The probe remains in the transfer ellipse
for about 252 days, the precise time being
dependent on the launch date,before arriving
in the vicinity of Mars. During this time it
is in free fall, with the possible exception of
brief periods whenthe vernier rocket motors
are activated for minor trajectory correction,

IThe Saturn C-4 project was subsequently
cancelled.

Table 7

Possible Earth-Mars Launch Dates

1962 1963 1964 1965

Oct-Nov - Nov-Dec -

1966 1967 1968 1969

Dec Jan - Jan-Feb
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TYPICAL LAUNCH PROFILE

1 Vertical ascent

2 First stage powered flight
3 Second stage powered flight
4 Second stage coast

5 Third stage powered flight

8 Coasting in orbit
7 Final boost into interplanetary trajectory
1 First stage rocket shell trajectory

I Second stage rocket shell trajectory

Figure 1. Typical launch profile.

and in the radiation and micrometeorite in-
fested environment of the interplanetary
vacuum. The orbit of the probe is dia-
grammed in Figure 2.

If everything has gone according to plan,
the probe will enter a terminal maneuver
about September 1, 1967 (Earth date), powered
by the remaining third stage, and penetrate
the atmosphere of Mars, probably in a graz-
ing trajectorythat decays into a high altitude
orbit from which final letdown is made by
aerodynamic means, Mars having sufficient
atmosphere to permit an aerodynamic decay
trajectory. (Again, as in the case of launch-
ing, the precise procedure is not germane.)
Figure 3 suggests possible landing profiles.

In September 1967, spring has just begun
in the Martian southern hemisphere [6]. This
is a relatively satisfactory time for data
gathering, insofar as terrestrial observation
can determine, as many of the known phe-
nomena are in their most active state in the
springtime. A likely point of landing is in
one of the dark—possibly vegetative—areas
in the southern tropics such as the Sinus
Sabaens or the Aurorae Sinus. These areas
are suggested because of their proximity to
confluences of dark and bright regions with
the problematical canals.

In a siderial coordinate system the Earth
gains just under one half degree per day on
Mars. As a consequence, after about eighty

ORBITS OF EARTH, MARS AND PROBE

1 December 21, 1966

2  September 1, 1967
3  November 20, 1967

Figure 2, Orbits of Earth, Mars and Probe.

TYPICAL LANDING PROFILE

Approach
trajectory

Braking ellipses

Ballistic ip

Final descent variations

Figure 3. Typical landing profile.
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days the Earth will be within thirty degrees
of the Sun as seen from Mars. At this point
communication difficulty may well develop
as a result of Solar radio noise and the need
to transmit signals through the high energy
electron field of the Solar corona. It is as
yet unknown what effect the corona will have
on communication across interplanetary dis-
tances, but it is not likely to be beneficial.
The Earth will not reappear from behind this
pall until nearly eleven months later. Ac-
cordingly,no morethanthe first three months
following the probe's arrival on Mars may
be available for the active performance of
the mission. Figure 2 illustrates the rele-
vant planetary configurations.

In view of the stringent mass limitations
that will still be in force in 1967 (barring
the unexpected), it is not likely that the main
instrument package of the probe will be mo-
bile. Biological sample collector tapes may
cover a few square meters of Martian sur-
face and an antenna lifted, say, two meters
above ground level on-an extensible rod will
make possible communication with small
mobile devices containing data collection in-
strumentation and radio equipment. This rod
might also mount a television camera. The
horizon for this equipment ensemble on Mars
is about four kilometers, although the possi-
bility of extending the horizon by attaching
an antenna to a tethered balloon should be
studied. What evidence there is suggests
that any Martian ionosphere is so near the
surface that communication will be limited
to line of sight means [6]. Exotic communi-
cation systems that might be feasible on
Mars, such asthose employing the phenomena
of tropospheric scatter and ground wave
propagation, are too demanding of power and
mass for consideration here [14].

Thus,the exploration capability of a probe
such as is described above is limited to fifty
square kilometers and, perhaps, half of one
season (southern spring on Mars lasts 142
days). To cast this point in familiar terms,
it might be asked, how much can be learned
from an examination of, say, a New England
meadow during the month of April and half
of May? The answer is clear: a great deal
in absolute terms, but relatively little in the
context of an entire planet. It follows that it
is imperative to extractas much information
as possible from this fifty square kilometers
of Martian countryside and, in particular,
not to miss anything of interest, for repeated

returntothe same site would be prohibitively
expensive with so much total ground to cover,
Minor extensions of coverage by novel pro-
cedures suchastheballoon antenna in no way
disturb the substance of the argument.

The instrumentation required to gather
this intelligence about the Martian landscape
and its inhabitants, if any, is complex and
multifarious. It will include thermocouples,
photometers sensitive to infrared,visual and
ultraviolet radiation, seismographs, particle
radiation detectors and other passive re-
cording devices. In addition there will be
active instruments that sample and analyze
biological and mineralogical specimens by
chemical, visual and spectra-photometric
means.

For example, it has been suggested [15]
that samples be collected by a transparent,
travelling ribbon combined witha soil auger;
the sampled material separated by flotation
in a dense liquid, and the separated matter
brought to the aperture of a microscope. In
addition, a cytochemical processor can be
employed relatively easily if a travelling
tape is used for collection as reagents can
be applied sequentially. Use of appropriate
specific enzymes and fluorescent stains
combined with microscopy in the ultraviolet
(2600A and 2800A) will result in selectivity
for nucleoproteins as well as RNA and DNA.

. Tothe information processing subsystem,
however, all of these devices will be digital
signal generators with variable data rates
and characteristic parameters subject to
alteration by the central control system.
These parameters include such things as
scan rates and geometrical orientation. Pre-
sumably, the information processing system
can be designed without giving too much
thought to the semantic content of the data to
be gathered. The instrumentation does have
some impact on the information processing
subsystem, however. The UV microscope
may be designed as prefocused and rigidly
supported or subject to servofocusing, either
with special equipment or through a central
data processor.

A brief glance at the expected surface
conditions of Mars,as reviewed above, shows
that they will not stress the design of the
probe or its information processing subsys-
tem. To recapitulate, the diurnal variaiion
of temperature in the tropical springtime is
from about -35°C to +10°C and the atmos-
phere, 99.7% nitrogen and argon, is free
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from complicating factors. The surface at-
mospheric pressure, 85 millibars, is ade-
quate to provide protection from the bulk of
serious radiation from space, although ab-
sence of a permanent ionosphere implies
that the instruments will have to contend
with the Solar ultraviolet. Certainly the at-
mosphere is sufficient to provide shielding
against any major threat from micromete-
orites. Although it is clearly submarginal
for men, the Martian surface environment is
relatively benign to machinery. As has been
noted above, this happy situation is far from
general in the Solar System.

From the above outline, sketchy as it is,
several important conclusions may be drawn
regarding the design philosophy of the infor-
mation processing subsystem for a planetary
probe. Three cardinal points that will under-
lie such conclusions stand out: (1) the time
scale of a mission is of the order of months
or years, (2) for some part of the time at
least, the environment is, at best, subopti-
mal, and (3) the desirability of employing
more sophisticated procedures than blind
data gathering cannot be overemphasized.

A recognition of the importance of this
long time scale is vital, It adds a degree of
freedom to the computer design as the ca-
pacity for very high speed computation can
be traded for storage capacity. During the
entire process of data gathering, analysis
and reporting there is no requirement for
computational speed, provided the data can
be recorded as fast as it is obtained. In
most of the desirable observations the rate
of data collection can be adjusted until it is
commensurate with the capability of the
computing system. The central computer
must monitor its own data rate requirements,
however. This argues for flexibility and
militates against a fixed program.

The one phase of the process that might
seem to require high speed calculation is
guidance. During launch, the guidance com-
putation may be performed on Earth and
handled in the vehicle by special equipment
housed in a dispensable pod attached to the
second stage frame. The launch activity
need not involve the payload computer at all.
Trajectory correction during the eight and a
half months of transfer do not impose any
requirement of high speed on the system.
Accurate control of the correction impulses
is far more important than haste in execu-
tion. It is only during the terminal approach

and landing maneuver that some serious
stress might be placed on the capability of
the system. Care must be exercised at this
stage of the operation to determine a suitable
touchdown spot and this is a matter that can-
not be adequately preplanned. In order to
obtain the full horizon potential, it is neces-
sary to land on a rise or, at least, on level
ground. Terrestrial observation is unable to
determine topographical differences of a few
meters on Mars, and it is unlikely that fly-by
probes launched prior to a soft landing try
will be able to produce sufficient accuracy.
Indeed, it is possible that wind-blown sand
could shift the terrain in this amount over
the two-year span between probes. The
probe must, therefore, be prepared to make
this determination for itself. Even here,
however, the braking ellipse process lasts
for many hours, obviating the need for nano-
second logic and wired programs.

An important consequence of this analysis
of speed requirements is that it permits the
use of contemporary logical design and, more
to the point, present-day components in the
information processing subsystem. Existing
solid-state components such as diodes, tran-
sistors and cores are relatively gross and,
consequently, are not very sensitive to par-
ticle radiation—in particular they are not
prone to permanent damage as a result of
ionization tracks. The ambient cosmic radi-
ation dosage in interplanetary space is about
10 roentgens per year [16], some four orders
of magnitude below the critical threshold for
damage to the components under considera-
tion. This situation no longer prevails for
the microminiaturized components seemingly
necessary for extremely high speeds. Thin
films and other products of molecular elec~
tronics technology are liable to give consid-
erable trouble after months in space unless
protected, and the high energy of cosmic
radiation precludes adequate shielding.

The use of components with a high thresh-~
old for radiation damage reduces the proba-
bility of component failure, but there is con-
siderable hard radiation in interplanetary
space and the failure probability is nonzero.
In particular, during periods of high solar
activity, relatively intense beams of corpus-
cular radiation as well as X-rays sweep
through the Solar System, being gradually
attenuated as they recede from the Sun [17].
Also the well-known radiation belts centered
on the terrestrial magnetic equator and their
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problematical counterparts near other bodies
in the Solar System form potential hazards
to electronic devices.

As the probe departs from the vicinity of
the Earth, preparatory to entering its inter-
planetary transfer ellipse, it must, as noted
above, pass through the van Allen belts of
particle radiation [18]. Although the vehicle
remains in the neighborhood of these belts
only briefly, the ambient radiation is of suf-
ficient intensity to form a hazard to im-
properly designed and protected electronic
equipment. Figure 4 shows the radiological
geometry of the belts.

CIRCUMTERRESTRIAL RADIOLOGICAL GEOMETRY

geomagnetic
axis

Unit of horizontal scale = Earth radius
Radiation intensity scale = counts per second
Counter = Anton type 302 Geiger (carried by satellite 1958¢)

Figure 4, Circumterrestrial
radiological geometry,

In addition, there are problems associated
with thermal extremes. These problems can
be mitigated by appropriate capsule design
but are unlikely to be entirely eliminated.
For example, in the vicinity of the Earth's
orbit, a space vehicle with a black surface
will have its skintemperature range between
-70°C and +80°C, depending on the extent of
exposure to Solar radiation. A white surface
results in a skin temperature range of -90°C
to -60°C. An appropriate structural config-
uration for the vehicle, combined with the
proper skin finish, can produce almost any

desired skin temperature within 50°C of
room temperature almost everywhere in the
inner Solar System. Skin temperature is, of
course, not the whole story. Proper encap-
sulation and internal thermal shielding and
insulation can further reduce the tempera-
ture range. A case in point is the internal
temperature range of Explorer I (1958a)
which was maintained between -5°C and
+35°C [19]. Further, thermal sensitive
servo-mechanisms can provide active com-
pensation for temperature variations result-
ing from radial displacement relative to the
Sun.

Finally, a certain amount of system mal-
function will result from normal degradation
of component performance as a consequence
of the long time scale of the mission. Re-
sponsible calculation of the expected number
of component failures is not possible, but it
is clear that some failures will occur. In
view of the difficulty of attaching mainte-
nance personnel to the probe, the system
must be designed to function adequately in
spite of the failure rate. Both component
redundancy and alternate signal routing ca-
pabilities are required, and adequate moni-
toring information must be provided to the
information processing subsystem itself so
that it can maintain a continuous watch on its
own performance.

The foregoing has tacitly assumed that
solid-state devices are preferable tovacuum
tube systems in this context of interplane-
tary exploration. There are two reasons for
this preference in addition to the basic fac-
tor of general reliability. First, solid-state
components have the advantage of compara-
tively small size—an advantage that can be
increased by appropriate development ef-
forts. Miniaturization is important not only
for the intrinsic minimization of mass but
also for the associated reduction in support,
shielding, and power requirements.

Second, the tolerance of vacuum tubes for
acceleration-induced stress is low. The
launch and escape maneuvers will require
accelerations of six to eight gravities and
the atmospheric braking operation may re-
sult in up to twenty gravities and very high
rates of change of acceleration. Solid-state
devices can be shock mounted to withstand
such treatment with relative ease—not so
with vacuum tubes.

The magnitude of the problem of micro-
meteorites in interplanetary space is not
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well known [20], and the difficulty of obtain-
ing accurate measurement of the particle
sizes by the grid-wire detection devices that
have been employed in satellite experi-
ments [21] is considerable. What evidence
there is, however, suggests that micromete-
orites will be a minor hazard to a reason-
ably shielded probe.

The requirement for sterilization of the
probe has an important bearing on the phys-
ical structure of the information processing
subsystem. Considerable study, spearheaded
by the international committee on Con-
tamination by Extraterrestrial Exploration
(CETEX), has made it abundantly clear that
interplanetary vehicles can be thoroughly
sterilized but only if careful attention is paid
to the problem at every stage of design and
construction [22]. The most satisfactory
sterilization procedure currently known is
treatment with ethylene oxide. Fewer types
of materials are damaged by this technique
than by any other known sterilization method.
A concentration of 400 milligrams of ethyl-
ene oxide per liter of air will cause sterili-
zation in about six hours at room tempera-
ture.

Experiments have shown, however, that
ethylene oxide sterilization is not adequate
for components manufactured by typical in-
dustrial procedures. Although the compo-
nent surfaces become sterile, viable micro-
biological contamination remains in gas-tight
pockets of conventional electronic compo-
nents. In addition, the plastic structures
often used to provide mechanical strength
in electronic systems may contain micro-
organisms. Investigations have shown that
hardy bacteria of certain types are quite
capable of withstanding the polymerization
process employed in the manufacture of
these plastic bases. The danger, of course,
is that a component might fracture when
subjected to the heavy mechanical stress of
acceleration, or be damaged by radiation or
a meteorite in such a way that internal biota
are released. The slightest crack may be

sufficient to release biological contaminants.
Table 8 [23] shows the fraction of various
components internally contaminated even
after six hours of ethylene oxide treatment.

In connection with this question of com-
ponent sterilization it is worth examining
the consequences of failure. Considering the
typical generation time of 30 minutes for
common terrestrial bacteria, together with
the observed wind velocities on Mars, it
would be possible for a nutrient medium the
size of Mars to be occupied in less than a
week [15, 24]. The only limit is the avail-
able nutrient, an unknown quantity on Mars.
At worst, such a proliferation of terrestrial
biota could overwhelm and completely de-
stroy a Martian biosphere and, at best, would
leave the biological environment hopelessly
confused. The undesirability of this isclear,
not only on scientific grounds, but also in
view of the possible utility of alien biota;
e.g., the possibility of medically applicable
biologicals.

The fundamental limitations of communi-
cations capability form a major constraint
on the design of a planetary probe. Three of
these limitations have a pronounced effect
on the design of the information processing
subsystem. They are: (1) the maximum in-
formation rate, (2) the lag time for signal
transit, and (3) periodic blackout.

The information rate is, of course,a func-
tion of the capability of the space-borne
transmission system and this is largely a
matter of the combined mass of the trans-
mitter and antenna. Studies [25] have shown
that if a 250-foot diameter antenna is used
on Earth, 100 kilograms of equipment on
Mars can provide a little more than 100 bits
per second at the Earth-Mars separation
pertinent to the current example. While
some improvements may be made in this
area, the order of magnitude of this rate in
application is not likely to change signifi-
cantly in the next decade.

It is clear that the information capacity
of such a small bandwidth must be carefully

Table 8

Microbiological Contamination of Electronic Componeﬁts

Type of component Transistor

Percent contaminated 6%

Capacitor Resistor Diode

20% 15% 0%
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husbanded. All redundancy not immediately
related to reliability considerations must be
eliminated from the encoding scheme. In-
deed, many encoding schemes may be em-
ployed, the choice being dictated by the na-
ture of the data to be reported. The best
solution tothis problem seems to be to allow
the information processing system to select
its own encodings, dynamically, as the cir-
cumstances require, In this event, the sys-
tem must be able to transmit descriptions of
the encodings prior to their use in actual
data reporting.

Nothing that has been said so far would
preclude the use of an Earthbound data proc-
essing system. However, the fact that the
transmission of signals is limited to the
speed of light by the laws of nature does so.
For the probe under discussion, the mini-
mum separation of Earth and Mars is eleven
and a half light minutes. Thus, at best, a
response to a signal generated by the probe
would take twenty-three minutes to report.
This is clearly out of bounds for the contem-
plated landing maneuver,and it is quite liable
to be unacceptable for many of the data col-
lection activities. For example, should some
element of the instrumentation system detect
surface motion—perhaps a tumbleweed ana-
logue, not necessarily a Martian—it would be
highly desirable for several other instru-
ments to focus on this source of motion and
follow its progress in detail. A delay of
more than twenty minutes in initiating this
activity might well be fatal to the success of
the observation. If the system had built-in
wiring designed to handle this particular
situation, there is likely to be some other,
unanticipated occurrence that turns out to
have more interesting properties. Also, it
might be the case that the surface of Mars
was covered with tumbleweeds and a pre-
planned program of observation would result
in the instruments simply spinning their
wheels, While the illustration above is fan-
ciful, it clearly shows the kind of problems
that must be solved in order to have a prof-
itable mission.

Brief consideration suggests that the in-
clusion of sufficient circuitry to accept com-
plicated modifications in real time for the
instrumentation program is not a satisfac-
tory solution tothis problem. If the accepted
range of modifications is adequate tothe sit-
uation, the required on-board equipment is
almost as much as would be necessary for

the inclusion of the whole computer system
in the first place. Also, while the unantici-
pated, repetitive occurrence could be handled
by broadcast modifications, an unexpected,
unique or rare event might well be inade-

quately recorded. In view of the huge ex-
pense associated with the dispatch of each
such probe and the number of probes essen-
tial to provide adequate coverage, even su-
perficially, it is imperative that each experi-
ment be as complete as possible, The best
known way of achieving this goal is to in-
clude on board a general purpose computer
containing a highly flexible program.

The third limitation mentioned above-—
periodic blackout—merely adds some punc-
tuation to the situation outlined in the pre-
ceding paragraphs. Even if the Earthbound
receivers were scattered widely enough to
afford twenty-four hour surveillance of Mars,
the fact that the target planet itself rotates
with a period of about twenty-~four hours and
thirty-eight minutes is sufficient to destroy
all communication links between the probe
and Earth for periods of up to twelve hours
at a time, Clearly, for a substantial fraction
of the mission, a Mars probe must be out of
contact with its home base. This circum-
stance, of course, is not a phenomenon that
is peculiar to Mars; it is a general problem
on any body in the Solar System. In order to
make full use of its capabilities, it is clear
that the probe's computer must be on board.

The information processing requirements
of a probe are hybrid. Four general areas
may be recognized: (1) guidance, (2) data
reduction, (3) decision making, and (4) mes-
sage handling., Only the first two—and of
those, guidance in particular—pose any re-
quirement for arithmetic capability. Guid-
ance computations must be carried out with
considerable precision—of the order of 0.1"
in some of the angular variables [26]—sug-
gesting thata reasonably long word—perhaps
48 bits—is desirable to eliminate, or at least
reduce, multiple precision calculations. This
point should be subjected to thorough study,
however, for word length can be quite expen-
sive in circuitry. The range of values of the
variables entering into the guidance compu-
tations are so well known that floating point
capabilities are not likely to be needed—
prelaunch analysis can provide the scaling
necessary for fixed point calculations.

The data reduction requirements sup-
ply nothing over and above the guidance
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requirements. The speed with which data
must be ingested for the recording of obser-
vations is much less than that necessary for
guidance. As was implied above, a micro-
second clock is more than adequate. Part of
the data reduction problem is, of course,
data storage. High capacity serial storage
is what is needed here. Miniature magnetic
tape systems [27] such as have already been
employed in satellite experiments are cer-
tainly adequate. There is no requirement
for ultra-high speed data rates, and very
rapid start-stop acceleration is unneces-
sary.

The decision making and message handling
aspects of the information processing system
require bit and byte arithmetic [28] and a
full complex of logical instructions. The
programming of decision making calls for the
logical capability of anassociative store[29],
but the absence of a need forhigh speed sug-
gests that a programmed associative store
will do nicely. The cost in mass of adding a
hardware capability for associative storage
is not necessary.

The kind of decision making envisioned
here is the type currently being studied in
the investigations of heuristic programming.
What is needed is an adaptive system that is
able to adjust to variations in the environ-
ment. Careful reflection will lead to general
rules or methods of decision making that can
be applied to particular situations as they
arise. As has been pointed out above, so
little is known of the details of Martian con-
ditions (and even less of the circumstances
elsewhere) that preplanning the precise
course of every observation is unsatisfac-
tory. In generalterms this situation is anal-
ogous to that faced by the chess-playing pro-
gram: the goalis explicit,the overall pattern
of behavior clear and the details dependent
on factors that are uncontrollable and are
unveiled over time. Pursuance of a study
into the nature of such a program might
well be more fruitful than some of the cur-
rent investigations into heuristic program-
ming.

The message handling is, of course, prin-
cipally message composition, Thus, in addi-
tion to byte arithmetic, table lookup instruc-
tions are vital. Considerable care must be
exercised in designing these instructions so
that random access storage requirements
are not too high, With care these require-
ments can probably be held to a few thousand

words. Indeed, study might show that the
optimum solution to the problem of the main
store is the use of a high speed magnetic
drum.

The above analysis has been highly spec-
ulative. Its intention has been to highlight
some of the problems rather than to offer
clear-cut solutions. Perhaps the most im-
portant message is that the design of the in~
formation processing subsystem of a plane-
tary probe is a vital and complex matter
which must not be left as an exercise for the
last minute. The view presented here might
be read as expecting such a system as a
miniaturized close relative of the 7094, 1604
or S-2000, Other possibilities are certainly
present, but they can only become known
through thorough study of all the relevant
factors.

Indeed, it is this study requirement that
is the main message implicit in this discus-
sion. In view of the enormous amount of
money, manpower and talent (some 40 billion
dollars is projectedin the long run for Apollo)
that is being put into the space program in
the United States alone, to say nothing of the
rest of the world, it is clearly incumbent on
the information processing fraternity—engi-
neer and programmer alike--to contribute
serious effort toward the optimization of this
space effort. It can only be done through
thorough awareness of the total picture of
space science, a truly interdisciplinary study
involving virtually every aspect of modern
science.
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EDP AS A NATIONAL RESOURCE

The impact of Electronic Data Processing
is amplified by the speed with which it has
entered and spread throughout our national
life. To those who are working in the com-
puter sciences,these vast and sudden changes
may seem natural and expected. Buttoothers,
whose only contact is, perhaps, a cardboard
check with rectangular holes and the legend,
"Do not fold or spindle," EDP is at least
strange, if not awesome. Amidst their gen-
eral feeling that it represents progress and
is therefore good, there lurks a residual
doubt, a vague and undefined fear of the un-
known,the mysterious. As atechnology, EDP
is neither good nor evil, but rather a resource
to be employed wisely for the common good.

From the standpoint of technology, the
future is likely to be more exciting and won-
drous. Machine translation, character rec-
ognition, self-organizing systems—the very
words stir the imagination. As never before,
what is possible appears limited only by what
can be imagined. The possibility of very
large memories, orders of magnitude larger
than those presently available,implies an in-
creased problem-solving ability for process-
ing systems. Increased speed, increased
capacity,increased reliability all seem to be
technically within reach. But to what uses
can these increases be put? What are the
needs that must be satisfied? What are the
problems to be solved ? Norbert Wiener has
said that ''machines can and do transcend
some of the limitations of their designers,
and that in doing so, they may be both

NOTE: This brief introductory is intended
only to call attention to some of the interest-
ing questions which the panel maydiscuss. It
is notintended to anticipate the panel discus-~
sion nor is it intended to reflect the views of
any of the panel members.
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effective and dangerous." Since a computer
can really only do what it is told to do, the
danger, if any, lies in our not knowing what
to tell the computer.

It is interestingto speculate on the possi-
bility of achieving artificial intelligence and
on whether or not it constitutes a menace.
A. L. Samuel points out that "throughout his-
tory, man has discovered many properties of
nature which he has not understood, and he
has proceeded to use these properties both
for good and for evil in spite of lack of com-
prehension. We must, therefore, reckon with
the possibility that man may yet create a
Frankenstein monster in the form ofan intel-
ligent machine more or less by accident and
long before he has developed the detailed
knowledge required to control his own crea-
tion." Samuel goes on to state, that '"'such a
development is extremely unlikely" ...
and . . . "our chance of constructing a device
resembling the brain of man is less than
something like 1 in 10 12."" He concludes that
"we have nothing to fear from the machine
in terms of domination."

Interesting as it may be to speculate onthe
machines of the future foreshadowed by Per-
ceptrons and Checker-playing Programs, we
must not lose sight of the vital force EDP has
becomein our societytoday. The availability
of electronic digital computers in many col-
leges and even in some secondary schools
will require changes in traditional curricula
as classes of problems previously inaccessi-
ble become soluble. The industrial demands
for computer scientists and programmers in
large numbers leads to newinterdisciplinary
courses and programs. The educational sys-
tem must train those who will design and
operate the large-scale complex and compos-
ite systems which now become feasible.

All of this is but onepart of the impact on
education. A second area of great potential
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impact is the application of the digital com-
puter to automated instruction. Certainly one
expects there will always be the need for
personal contact between teacher and pupil.
It is difficult to conceive of a satisfactory
education, entirely synthetic and without the
direct interplay of human minds. Neverthe-
less, Programmed Learning and Computer-
based Instruction will find a useful role in
future education. A proper balance is re-
quired. What is this balance and how it can
best be achieved are questions open for dis-
cussion.

At the same time that our educators are
training their students for and with digital
computers, they must also provide the cul-
tural and social understanding necessary for
properly assimilating the profound changes
which are taking place.

The threat of technological unemployment
induced by automation is now being widely
discussed. The problem is not new and pre-
dates the digital computer. The technological
displacement occurring today is part of a
continuing process which began with the In-
dustrial Revolution. The net effect has been
an increased requirement for highly educated
and trained people and a corresponding de-
crease in the need for the uneducated and
unskilled. We must determine those functions
which are best performed by people, and
structure training and educational programs
to prepare our citizens for these jobs. Ma-
chines will continue to take over the perform-
ance of simple repetitive tasks as well as
some complex and sophisticated jobs. But
there is the need to preserve human values
and human dignity.

It is not only the unskilled blue collar and
clerical worker who is affected. The nature
and number of managerial positions will also
change. The management process is signifi-
cantly influenced by EDP. Many decision
processes can now be programmed and thus

centralization of control is encouraged. For
example, inventories and schedules can be
controlled centrally for an entire corporation
even where the warehouses or plants are geo-
graphically widely dispersed. Managers now
establish the decision rules from which the
computer generates decisions. At the same
time, greater technical or scientific skills
and insight will be demanded of managers as
the areas, in which decisions are required,
move more closely towards the problems
associated with new technologies.

Problems and change accompany the intro-
duction of EDP, but withitalso comes a vastly
expanded. ability to solve problems, to con-
trol processes, and to handle information.
America's defenses are strengthened by the
extension EDP facilities of the Department of

Defense. Command Control, logistic support,
fiscal management, intelligence coordination,
and research and development, all require
large-scale data processing.

With hardly an area of national activity
untouched by EDP, informed discussion by
leaders in many fields is essential if the po-
tential of EDP is to be realized. These dis-
cussions should define the problems, expose
the impediments and explore a variety of
solutions. A number of difficult socio-
economic problems have already arisen. The
continuing technological explosion will almost
certainly raise other problems of equal dif-
ficulty. In some circles, the word ""Automa-
tion" has replaced Mephistopheles as the
connotation of evil. Indeed, it would be foolish
to deny the growing concern over technologi-
cal displacement. However, it is important
that our energies be directed towards posi-
tive goals. We live in dangerous times with
complex and difficult problems. The speed
with which events occur emphasizes the need
for full utilization of our national resources
in electronic data processing.
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INTRODUCTION

The planning of any large computer sys-
tem invariably requires a framework within
which the planners may explore numerous
alternatives. Such a framework is itself the
result of much planning, but need not be finely
detailed. The basic 3600 planning framework
will be briefly presented in this paper. The
bulk of the paper will concern itself with the
specific organization of the 3600 system and
planning considerations affecting the organi-
zation. Details of the 3600 system will be
included where pertinent.

Planning Framework

The planning framework for the 3600 sys-
tem was solidified in late 1961. A computer
system was to be designed for delivery in
the spring of 1963 and was to have several
broad characteristics. The category of the
_computer was to be extra large, ranging
somewhere between the 1604-7090 class and
the 6600. The machine was to employ solid-
state circuitry, and was to be easy to pro-
gram. Some degree of compatibility with the
Control Date 1604 was to be maintained un-
less total abandonment would demonstrably
improve the performance of the system.
Other requirements, such as ease of manu-
facture, moderate cost, maintainability, and
clarity of design were to be no less than
presently found in practice. The computer
was to have a reasonably long life for the
user, and to be easily adapted to the major
problem-oriented languages. Within this
basic framework, the planning was initiated.
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Initial Planning

To the basic frame of reference, several
corollary statements were added. These had
the effect of restricting the range of possi-
bilities with the further effect of hastening
the planning process. The major corollary
was that the system machine language be the
same as or comparable to the 1604 language.
The effect of this would be to avoid the temp-
tation of initiating a closed loop of new
machine language-to-new machine oriented
language-to-new problem oriented language-
to-new machine organization and back. Such
a loop would have resulted in a considerably
longer planning period, but with no assur-
ance that the outcome would indeed be more
favorable. In addition, it was considered
that the present tri-lingual capabilities
of most computers (FORTRAN, COBOL,
ALGOL) would be extended and expanded for
most new computers in all classes. Recog-
nizing the sometimes fleeting quality of prob-
lem oriented languages, it was considered
unwise to slant the system design toward any
one language. To avoid the possibility of a
system which would not be efficient in any
problem-oriented language, however, it was
decided to incorporate additional operational
features on the machine code level.

Examination of the 1604 machine language
and instruction set showed that nearly all
present generation computer operations were
available in the computer. In some cases,
however, two or more operations would be
required to perform the equivalent function
of another computer and vice versa. With
such being the case, it was decided to retain
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the structure of the 1604 machine language,
but append to it where required, and excise
from it individual operations if needed. The
major corollary, then, was that the 1604
machine code structure be used.

A second corollary was derived from the
requirement that the system have a reason-
ably long life: some sort of modularity or
expandability feature would be required. The
hardware must be designed so newer hard-
ware could easily be added to the system at
a later date without undue unbalance or dis-
ruption of program continuity., There were
several choices of various merits to be ex-
amined once the decision to take the modular
approach was made. The most important
choice was the determination of the size of
modules and module inter-relations. A work-
ing decision was reached in the initial plan-
ning stages to arbitrarily restrict the num-
ber of module types to less than eight. This
initial constraint was later found to be a
reasonable one.

As a guide in determining the module
inter-relationships, module interfaces were
required to be as simple as possible. A
working limit of less than 200 signals per
interface was chosen as a further guide.

A third corollary, also derived from the
long life requirement, was that the system
be highly independent of specific peripheral
computers, external data storage mediums,
and paper handling devices. This meant that
maximum data transfer rates must be much
faster than those presently possible, and that
a large number of equipments be permitted
to process data simultaneously.

Choice of Module Types and
Inter-relationships

Considering the constraints of 1604 com-
patibility, long equipment life, and independ-
ence from external devices, the problem of
defining the module types was thus well de-
fined. Several approaches were eventually
rejected in favor of the one presented here.
The largest single constraint proved to be
the 1604 compatibility. This constraint was
not particularly restrictive for internal proc-
essing, but was quite restrictive for input-
output. It was determined that abandonment
of compatibility inthe input-output data would
be beneficial in several ways: increased
speed of input-output operations; a greater
number of operations; ability to add to the

system and ease of programming. For these
reasons it was planned to make the computer
non-compatible inthe input-output area. This
had a secondary benefit of permitting the
choice of module types to be less restricted.

Once the limited compatibility approach
was taken, the choice of module type became
a relatively clear one. It was decided to
make the major module the one which per-
formedall arithmetic and logical operations.
This module would execute all 1604 opera-
tions with the exception of the input-output
operations. The module would also execute
new instructions, including the new input-
output operations.

With this choice made, the question of
storage was considered. It was seen that the
need for additional and faster magnetic core
storage was one of the principal factors in
obsoleting computer systems. To permit
expansion of the magnetic core in an eco-
nomical manner required a design with elec-
trical and physical characteristics that would
permit easy integration into the system.
Computer systems rangingfrom 32,768 words
to 252,144 words were anticipated in the
near future. The larger storage capacity
should not suffer in access time brought
about by excessive distances from the cen-
tral processor. To accommodate the range
of storage required, and to gain over-all
cycle time, a basic magnetic core storage
unit of 16,384 51-bit words was chosen. The
unit was to have all circuitry required to
make it a completely independent unit. Two
such units, each with independent access
control, were to be packaged together asa
single storage module.

The resultant storage module was to be
very easy to communicate with. The only
information needed by the storage module
was a start signal, a specification of read or
write operation, and an address. For write
activity, data was required. Upon comple-
tion of the storage cycle,a completion signal
would be given to the computer module.

The interface between the magnetic core
storage module and the computer module is
thus seen to be a simple one, and quite con-
ventional. Fromthe computer module's point
of view, the storage module is an integral
part of the computer.

To permit expansion of the storage sys-
tem, other modules are added to the bus
connecting the computer module and the
storage module as shown in Figure 1. Up to
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"Figure 1. Expansion of storage system.

eight modules of 32,768 words each could be
included in the systems as thus far illus-
trated. Access to the total storage array of
262,144 words was to be-accomplished in two
ways. The first way employed two 3-bit
registers to contain the module number of
the operands and the module number of the
program. Each operand storage reference
would append the 3-bit operand module ad-
dress to the base 15-bit address (for one of
32,768 words within a module) contained in
the instruction as the computer module

requested service from the storage module.
When the program address counter requested
the next instruction, the 3-bit program mod-
ule address would be used in a similar man-
ner. Since one module could be used for
operands and another for programs, a large
amount of overlapping of storage references
could be obtained. Since each 16,384 unit of
storage isindependent, the total storage sys-
tem may be thought of as being composed of
16 modules of 16,384 words each. System
programs are written on this basis.

The second way in which the total storage
array was to be addressed employed an 18-
bit address within the instruction. This fea-
ture could be used in the newer, non-1604
compatible instructions inherently, and in
the 1604 type instructions by the appendage
of an instruction "augment." It was con-
sidered undesirable to use the 18-bit address
as a mandatory feature in the instructions;
relocation of programs from module to mod-
ule, particularly sizeable subroutines, would
require changing the 3-bit module address
for eachrelocatedinstruction. To avoid this,
a 1-bit designator was to be used in each in-
struction, permitting the 3-bit module ad-
dress within the instruction to be ignored in
favor of the current address contained within
the 3-bit operand module register. Thus, all
programs of less than 32,768 words in length
could be located within any one of eight mod-
ules without modification.

With two modules and their interrelation-
ship specified, there remained the choice of
the input-output area and the peripheral
equipment. It was seen that a serious draw-
back in present computers was the inability
to expand the input-output section independ-
ent of the remainder of the computer system.
The way chosen to avoid this drawback was
to make the linkage between the computer
module and the input-output section a weak
one. A weak link would assure some control,
but would not impose long-range expansion
problems arising from space, electrical, and
timing considerations. The computer mod-
ule interface chosen for the as yet unspeci-
fied input-output section was: nature of ac-
tivity, i.e., input, output; establishment of
equipment configuration; detection of status;
and storage location where additional infor-
mation concerning data transmissions could
be found. As a further means of assuring a
weak linkage, all computer attempts to com-
municate with the input-output section would
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result in one of two actions: the desired ef-
fect would occur, and the normal program
sequence continue; or, the desired effect
would not occur because of previous use,
illegal code, etc., with the result that the
program sequence would jump to an address
specified in the attempted input-output in-
struction. This latter course of action could
be used to loop back to the branch point if a
"wait until available" action was desired.
Thus, the computer merely initiated action
with no direct intervention permitted. The
computer module was given housekeeping
and emergency capability to cancel selected
previous activity, or to examine the status
of any input-output activity.

The planning of the input-output section
of the 3600 disclosed some major problems.
With a small number of peripheral units op-
erating in the system, swamping of storage
with numerous requests was not likely to
occur unless very high speed devices were
in use.. With numerous such decives, swamp-
ing could occur on an averaged basis, and
synchronous data could be lost due to queue-
ing delays. As swamping increased, the
problem of available storage time allocation
arose with the attendant necessity to arbi-
trate. With a computer sharing the same
storage unit, the problem was increased
even further. At this point in the planning
stage, a serious examination of previous
solutions was undertaken. Prior art solved
the problem in two similar ways. The first
employed an exchange to sort out requests
from all devices requesting storage, and to
allocate a particular storage reference to
one of the requesting devices. Several
schemes were employed to arbitrate simul-
taneous requests and to anticipate needs in
the immediate future. The other method
employed a single or multiple storage unit
scheme which also employed a sort of ex-
change. The allocation of storage cycles was
on a time-slot basis, however, and usually
not under program control. Both approaches,
and the several variations on them, did not
permit true simultaneity of multiple storage
cycles. A degree of simultaneity was possi-
ble with time slotting, but with much ineffi-
ciency resulting from non-optimum usage of
all time slots.

The solution to the exchange problem and
the problem of storage request queueing was
resolved by increasing the interrogatory ca-
pability of the storage modules inthe system.

To each storage module in the system were
added four additional access positions with
associated registers, gates, and line drivers.
Each of these five access positions is truly
independent, and each can request a storage
reference from any address within it. The
storage module honors the first request seen;
in case of simultaneity, a very high speed
resolver circuit arbitrates. This solution
requires each storage module to operate
completely asynchronously with respect to
any of the five apparatus requesting service.
Special high speed resynchronizing circuits,
employing tunnel diodes, are used to prevent
excessive delay from resynchronization.

In a minimal system, it was decided that
the computer module would use one of the
five access positions, with the other four
allocated to the input-output (see Figure 2).
This allocation must be such that neither
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Figure 2, Minimal 3600 system illustrating
independent storage access,

swamping nor loss of bursts of data occur.
Noting the requirement that a large number
of peripheral equipments of diverse nature
would be attached to the system, it was de-
cided to organize the input-output into two
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types of modules. The two were tobe chosen
so that economical systems could be designed
for high data-rate applications, for many-
equipment applications, and for any reason-
able combination of these two.

The module chosen as the basic input-
output medium was the data channel. ' The
data channel, on one side, would speak the
common peripheral equipment language. On
the other side, the data channel would com-
municate with the storage module, and in a
loose fashion, with the computer module,
both via an intermediary. The data channel,
as a minimum, would be required to store
basic information about its activity. Infor-
mation stored would include: equipment on
the channel currently in use; starting or
current address in storage where the data
was situated; number of words in a block;
number of blocks in an initiated activity;
location of the word in storage where con-
trol data is situated for the next block; di-
rection of data flow; status of interrupts and
assorted conditions. Such a module would
require more than a small amount of hard-
ware, but would require no housekeeping by
the storage or computing modules. Certain
housekeeping activities, of course, would be
required, and these were to be performed by
a housekeeping module interposed between
the data channel and the storage module.
This housekeeping module would also serve
as the media through which the data chan-
nels received initial instructions from the
computer module.

For applications where a multiplicity of
medium-speed devices were to be serviced
on a regular basis, a number of data chan-
nels could be used. Up to eight data chan-
nels could be attached to an intermediary
housekeeping module, with up to four such
housekeeping modules attached to the basic
system. Each of these four modules would
attach to one of the five access positions of
the storage module. Thus, within the maxi-
mum limit of four housekeeping modules
withup to eight data channels each, any lesser
combination would be possible initially. In-
stallation of additional modules, up to the
maximum, could be made in the field at any
time. If was planned that additions could be
made without rewiring, and be tested in a
very short period of time,

It was planned that the data channel be
able to communicate with a maximum of eight
peripheral devices including card readers,

card punches, printers, magnetic tape con-
trollers, etc. Since the data channel would
contain only one set of control information,
only one peripheral device could communi-
cate with it atany instance in time. Figure 3
shows the maximum input-output configura-
tion for a single computer module.

CONTROL. | COMPUTATIONAL
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° CHANNEL ~\ ° MOOULE ?‘
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MODULE
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Figure 3. Maximum input-output
configuration.

Planning the Computer Module

After the major system framework was
relatively well defined, planning effort was
concentrated upon the details of the com-
puter module. At this point the constraint of
1604 internal compatibility was reckoned
with. The coding structure of the 1604 left
little space for additional codes, and the
constraint of compatibility precluded the
possibility of excising codes or using a some-
what larger instruction word. The solution
finally planned made extensive use of full
word instructions which were individually
quite powerful. Each such instruction had
several options, permitting a wide range of
new operations.

To permit inclusion of the newer instruc-
tions, the three 1604 input-output instructions
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were removed and replacedby a single 48-bit
instruction group. The resultant two instruc-
tion locations, plus two unused ones, were
adequate to permit inclusion of several new
instructions. Some of the newer instructions
were half-word, some full-word; the choice
of instruction size was dictated by the nature
of the function performed. No instructions
required the use of more than one computer
word.

During the planning stages of the com-
puter module it was decided to improve the
speed of several of the instructionalgorithms
relative to the 1604. Speed could be achieved
principally through sophistication of the logi-
cal design. As an example, the timing of the
single precision multiply instruction algo-
rithms, exclusive of storage references,
could be decreased to approximately a quar-
ter of the 1604 time. This could be roughly
multiplied by the hardware speed increase
to give an over-all increase in speedof about
10 times or more. Other areas, such as
shifting, and floating point addition and sub-
traction were increased in speed by more
powerful logic.

In addition to increasing the relative speed
of certain instruction groups, it was con-
sidered important to increase the speed of
groups of instructions or of larger functional
units. For example, examination of a list of
words for one that lies between two values
takes two or more conventional instructions.
With nearly no increase inhardware, a group
of two-valued search instructions were in-
cluded so that a singleinstruction could per-
form this function. Another often performed
function was that of double precision arith-
metic., By utilizing the arithmetic hardware
more efficiently, it was possible to include
floating add, subtract, multiply and divide
commands which have a 10-bit-plus-sign ex-
ponent and an 84-bit-plus-sign fraction at
fast operating speeds.

Other capabilities were added wherever
they could be generalized. Special instruc-
tions were avoided wherever possible. It was
decided, for example, to permit division of
data words into bytes ranging in size from
one bit through full word size. It was thought
that arbitrary division of the word into fixed
byte sizes, such as halves, quarters, or
thirds, would unnecessarily limit the use of
the computer while not materially reducing
the price of the equipment. In addition, fixed
partitions would be most inconvenient to

change if the nature of the problem being
run changed.

A brief description of system character-
istics will be set forth here so that the gen-
eral nature and size of the system may be
understood. It should be recognized that the
capabilities of the system are dependent
upon the number and types of modules of
which it is composed. Arithmetic speeds
and capabilities, however, are not dependent
upon the other modules, and may be con-
sidered constant. The computer module is
basically a 48-bit, one's complement, paral-
lel binary computer. It has six 15-bit index
registers, two principal operational regis-
ters, a 48-bit auxiliary sense register, and
several registers to process program inter-
rupts. The instruction list contains all 1604
non-input-output operations plus several
newer instructions. These include provision
for addressing bits and bytes. Transfer in-
structions may be conditioned upon a single
bit in any one of several registers, and the
criterion bit may be altered as a result, i
desired. On fetch and store operations, pro-
vision is made for extracting any portion of
the operand and positioning it anywhere in
the destination. This feature is extended
through the use of search instructions which
permit bytes to be searched across words in
long arrays. Bytes may be any size from
one bit through full word size of 48 bits.
Data transfer and editing provisions permit
lists to be inverted, expanded, contracted,
or added to.

Instructions which permit inter-register
transfers and arithmetic andlogical manipu-
lations are provided. Provision is made for
extending the capabliity of the 59 basic 1604
instructions by suchoptions as double index-
ing, direct addressability for all 262,144
storage locations, complementation of re-
sults, unrounded and/or unnormalized arith-
metic. In addition to the two-valued search
instructions mentioned, a list processing in-
struction is included for threaded list proc-
essing. Several new jump instructions are
added, some permitting braching upon the
condition of any bit in any operational reg-
ister. A full set of input-output instructions
are included which permit all operations
found in present day computers including
such modes as chaining, skipping, and zero
insertion on write.

A major system feature is an interrupt
system which permits isolation and action
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upon any interrupt in the system within 10
microseconds. Instruction times for typical
executions are: floating add and subtract,
3.4 usec; double precision floating add and
subtract, 4.3 usec; single precision multi-
ply, 5.4 usec; fetch, 1.5 usec; store, 1.5
pusec; conditional transfer, 1.5 usec; shift
instructions regardless of places shifted,
.8 usec; logical, 1.5 usec; single precision
divide, 13 psec.

Hardware features include: parity check-
ing on all input-output transmissions and
storage references; 1.5 usec core cycle
time; 16 megacycle phase logic, all solid
state; modular packaging; built in preventa-
tive maintenance features. Cabling over 100
feet is permitted, and all electronic compo-
nents are accessible while the computer is
running.

System Integration

The planned interfaces for the modules
were such that a fully assembled system
could be treated as a conventional digital
computer. For example, a storage module,
a computer module, a housekeeping module,
and a few data channels are the exact equiv-
alent of present day systems organization
(Figure 4). Such a minimal system is pro-
grammed by conventional techniques. With

ONLY

PERIPHERAL EQUIPMENT

HOUSEKEEPING COMPUTATIONAL STORAGE l
MODULE 7 MODULE MODULE |

| CONTROL
|

Figure 4. A 3600 simple system,

the availability of many operating programs,
the system would be ready for use upon
first delivery. Any programs operational or
planned for the 1604 could be readily adapted
in input-output to the new conventions.
Expanded systems, such as those with in-
creased storage capacity, are programmed
in similar manner. Special consideration is
given in the address structure of the com-
puter module for the full range of 262, 144

words of storage. The over-all system con-
trol program would be used to allocate stor-
age modules for optimum usage. Such allo-
cation would consider data rates, sizes of
data blocks, and whether maximum usage of
each 16,384 storage unit could be obtained
by proper program segmenting. Figure 5
shows the maximum system using a single
computer module.

Further use of the multiple input-output
and storage facility is providedby the ability
to .preload data for effective scheduling of
main computer time. The master control
program was considered a more efficient
and economical way in which to handle
many programs. A true hardware multi-
programming computer was not considered
to be feasible in this generation of computers
for several reasons. The principal reason
was that a multi-programmed computer re-
quires, to be efficient, a large number of in-
struction registers and manipulative units.
Compromises in this direction would be pos-
sible, but only at the expense of degraded
system performance arising from a high
proportion of time and hardware sent in
switching and housekeeping.

Multi-Computer Systems

A by-product of the modular approach
taken is the ability to construct large, easily
controlled, multi-computer systems. Many
possible usable combinations of systems
exist. A natural system is the one which
evolves from a basic one into one which has
additional input-output and additional stor-
age. In this type of system, usually no more
than two housekeeping modules are used,
leaving two unused access positions on the
storage modules (Figure 6A). To one of
these positions another computer module
may be added, and to the other, another
housekeeping module may be added (Figure
6B). This latter module would have its own
data channels associated with it. This addi-
tional complex of computer and input-output
would share the storage of the previous sys-
tem. Additional storage could be added to
the common system at this point (Figure 6C),
or to eitherindependently (Figure 6D). Since

‘the second system, consisting of computer

and input-output, shares only the storage of
the initial system, its only real connection
with the initial system is via the access po-
sition on the storage module. It has no
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Figure 6B. Two 3600 systems sharing commom storage.
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awareness of the existence of the initial com-
puter and input-output complex. The same
holds for the initial system. Thus, each sys-
tem, from an operating point of view, is com-
pletely independent of the other. The effects
of mutual existence are detectable, however,
but these only indirectly. If both systems
are using the same storage modules exten-
sively, to the exclusion of their own private
modules (if any), over-all operations may be
slowed. For such operations, a more rea-
sonable approach would give each computer-
input-output complex its own storage module
or modules and reserve the common storage
area for data of more permanent nature.

In asimilar manner, other multi-computer
complexes can be constructed within the

interconnecting limitations imposed on indi-
vidual modules.

Real-Time Multiplexed Systems

In multiplexed real-time systems, a high
degree of control is required over the entire
system. The modular approach planned per-
mits this as an extension of the multi-
computer complexes mentioned. In addition
to two or more completely independent sys-
tems sharing a common storage pool, a sys-
tem is used whereby the independent systems
are also interconnected via their data chan-
nels. Each data channel is designed so it
may be connected directly, without interven-
ing black boxes or cable adapters, into any
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other data channel. These other data chan-
nels may be on the same or different sys-
tems. The interconnecting linkage supplies
data paths and coupling information. In ad-
dition, each interconnecting link permits in-
terruption in either direction, and presents
major fault information such as parity error
in storage or illegal operation code. Thus,
one computer may run in real time with data
and an initial reference program in a com-
mon storage pool. Another computer may
be in standby status and processing low
priority problems. The on-line computer
may interrupt the standby computer at any
time and request it to resume the problem.
The new on-line computer, depending upon

the status of the remainder of the system,
may merely serve as a substitute computa-
tional unit or as a total computational facility.
Either option is under program control. The
central controlling program would be stored
in a common storage unit with possible in-
terchange with standby units. The computer
units are so designed that any one of a group
may act as the dominant force with option to
transfer the responsibility at any time. Fig-
ure 7 shows a typical multiplexed system.

Future Expansion

One of the initial planning goals required
long life through addition of newer equipment.
With simple interfaces chosen between
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modules, it is a relatively simple matter to
change the system by the substitution of a
new module type for an older one. Newer
storage modules or special purpose comput-
ing modules may be easily added to the sys-
tem. With the five access positions on each
storage module, new and unrelated module
types may be added to the system and con-
trolled via the storage medium.

As an aid in adding new features to the
present design without the necessity of dis-
rupting current or future units, a limited
micro-programming facility was designed
into the computer module. All control ele-
ments which the logical designer has at his
disposal when he designs instruction algo-
rithms are available for further use. Very
high speed transmission lines terminate in
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Figure 7. A multiplexed 3600 system,
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each of these many control elements. The
other ends of the transmission lines are at-
tached to a timing and control device which
selectively pulses the lines at the same fre-
quency as the basic computer instructions
do. Thus, the cable is a logical extension of
the computer module control circuitry. In-
struction algorithms performed via this
method perform at the same rate of speed
as if they were incorporated into the original
computer module design itself. Algorithms
under active consideration are a square root
and a generalized polynomial evaluator.
This facility permits later inclusion of
new instructions, hardware subroutines, or
modification of existing instructions without
modification to the computer system. This
facility is used by attaching an external unit
to the computer module. The external unit
contains timing elements, a functiontransla-
tor, and a small command structure. When
connected to the computer module, the ex-
ternal unit is considered an integral part of

the computer module. It is referenced by a
special instruction which gives total control
of the external unit. The unit then performs
the specified instruction or subroutine, and
then gives control of the computer back to
the main program,

The advantages of this facility are many:
it is possible to include specialized instruc-
tions where very heavy usage is encountered;
subroutines such as square root can be con-
structed avoiding a multiplicity of storage
references; and instructions can be given to
special equipment attached to the computer
module.

SUMMARY"

A large-scale computer systemis planned
in which modular and flexible system design
assures a reasonably long machine life. Re-
lationships between modules are shown to be
highly important, particularly for future
expansion.
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INTRODUCTION

The D825 Modular Data Processing Sys-
tem is the result of a Burroughs study, ini-
tiated several years ago, of the data proc-
essing requirements for command and control
systems. The D825 has been developed for
operation in the military environment. The
initial system, . constructed for the Naval
Research Laboratory with the designation
AN/GYK-3(V), has been completed and tested.
This paper reviews the design criteria anal-
ysis and design rationale that led to the sys-
tem structure of the D825. The implementa-
tion and operation of the system are also
described. Of particular interest is the role
that developed for an operating system pro-

gram in coordinating the system components.

Functional Requirements of Command
and Control Data Processing

By '"command and control system' is
meant a system having the capacity to moni-
tor and direct all aspects of the operation of
a large man and machine complex. Until
now, the term has been applied exclusively
to certain military complexes, but could as
well be applied to a fully integrated air traf-
fic control system or even to the operation
of a large industrial complex. Operation of
command and control systems is character-
ized by an enormous quantity of diverse but
interrelated tasks—generally arising in real
time—which arebest performedby automatic
data-processing equipment, and are most
effectively controlled in a fully integrated
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central data processing facility. The data
processing functions alluded to are those
typical of data processing, plus special func-
tions associated with servicing displays,
responding to manual insertion (through
consoles) of data, and dealing with communi-
cations facilities. The design implications
of these functions will be considered here.

Availability Criteria: The primary re-
quirement of the data-processing facility,
above all else, is availability. This require-
ment, essentially a function of hardware reli-
ability and maintainability, is, to the user,
simply the percentage of available, on-line,
operation time during a given time period.
Every system designer must trade off the
costs of designing for reliability against
those incurred by unavailability, but in no
other application are the costs of unavail-
ability so high as those presented in com-
mand and control. Not only is the require-
ment for hardware reliability greater than
that of commercial systems, but downtime
for the complete system for preventive main-
tenance cannot be permitted. Depending
upon the application, some greater or lesser
portion of the complete system must always
be available for primary system functions,
and all of the system must be available most
of the time.

The data processing facility may also be
called upon, except at the most critical
times, to take part in exercising and evalu-
ating the operation of some parts of the sys-
tem, or, in fact, in actual simulation of sys-
tem functions. During such exercises and
simulations, the system must maintain some
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(although perhaps partially and temporarily
degraded) real-life and real-time capability,
and must be able to return quickly to full op-
eration. An implication here, of profound
significance in system design, is, again, the
requirement that most of the system be al-
ways available; there must be nosystem ele-
ments (unsupportedby alternates) performing
functions so critical that failure at these
points could compromise the primary sys-
tem functions.

Adaptability Criteria: Another require-
ment, equally difficult to achieve, is that the
computer system must be able to analyze the
demands being made upon it at any given
time, and determine from this analysis the
attention and emphasis that should be given
to the individual tasks of the problem mix
presented. The working configuration of the
system must be completely adaptable so as
to accommodate the diverse problem mixes,
and, moreover, must respond quickly to im-
portant changes, such as might be indicated
by external alarms or the results of internal
computations (exceeding of certain thresh-
olds, for example), or to changes inthe hard-
ware configuration resulting from the failure
of a system component or from its intentional
removal from the system. The system must
have the ability to be dynamically and auto-
matically restructured to a working configu-
ration that is responsive to the problem-mix
environment.

Expansibility Criteria: The requirement
of expansibility is not unique to command and
control, but is a desirable feature in any ap-
plication of data processing equipment. How-
ever, the need for expansibility is more acute
in command and control because of the de-
pendence of much of the efficacy of the sys-
tem upon an ability to meet the changing re-
quirements brought on by the very rapidly
changing technology of warfare. Further, it
must be possible to incorporate new functions
in such a way that little or no transitional
downtime results in any hardware area.

Expansion should be possible without in-
curring the costs of providing more capability
than is needed at the time. This ability of
the system to grow to meet demands should
apply not only to the conventionally expansi-
ble areas of memory and I/O but to compu-
tational devices, as well.

Programming Criteria: Expansion of the
data-processing facility should requireno re-
programming of old functions, and programs

for new functions should be easily incor-
porated into the overall system. To achieve

this capability, programs must be written in

a manner which is independent of system
configuration or problem mix, and should
even be interchangeable between sites per-
forming like tasks in different geographic
locales. Finally, because of the large vol-
ume of routines that must be written for a
command and control system, it should be
possible for many different people, in dif-
ferent locations and of different areas of
responsibility, to write portions of pro-
grams, and for the programs to be subse-
quently linked together by a suitable oper-
ating system.

Concomitant with the latter requirement
and with that of configuration-independent
programs is the desirability of orienting sys-
tem design and operation toward the use of a
high-level procedure-oriented language. The
language should have the features of the usual
algorithmic languages for scientific compu-
tations, but should also include provisions
for maintaining large files of data sets which
may, in fact, be ill-structured. It is also
desirable that the language reflect the spe-
cial nature of the application; this is espe-
cially true when the language is used todirect
the storage and retrieval of data.

Design Rationale for the Data-
Processing Facility

The three requirements of availability,
adaptability, and expansibility were the mo-
tivating considerations in developing the
D825 design. In arriving at the final sys-
tems design, several existing and proposed
schemes for the organization of data proc-
essing systems were evaluated in light of
the requirements listed above. Many of the
same conclusions regarding these and other
schemes in the use of computers in com-
mand and control were reached independently
in a more recent study conducted for the
Department of Defense by the Institute for
Defense Analysis [1].

The Single-Computer System: The most
obvious system scheme, and the least ac-
ceptable for command and control, is the
single-computer system. This scheme fails
to meet the availability requirement simply
because the failure of any part—computer,
memory, or I/O control—disables the entire
system. Such a system was not given serious
consideration.
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Replicated Single-Computer Systems: A
system organization that had been well known
at the time these considerations were active
involves the duplication (or triplication, etc.)
of single-computer systems to obtain avail-
ability and greater processing rates. This
approach appears initially attractive, inas-
much as programs for the application may
be split among two or more independent
single-computer systems, using as many
such systems as needed toperform all of the
required computation. Even the availability
requirement seems satisfied, since a redun-
dant system may be kept in idle reserve as
backup for the main function.

On closer examination, however, it was
perceived that such a system had many dis-
advantages for command and control appli-
cations. Besides requiring considerable
human effort to coordinate the operation of
the systems, and considerable waste of avail-
able machine time, the replicated single com-
puters were found to be ineffective because
of the highly interrelated way in which data
and programs are frequently used in com-
mand and control applications. Further, the
steps necessary to have the redundant or
backup system take over the main function,
should the need arise, would prove too cum-
bersome, particularly in a time-critical ap-
plication where constant monitoring of events
is required.

Partially Shared Memory Schemes: It was
seen that if the replicated computer scheme
were to be modified by the use of partially
shared memory, some important new capa-
bilities would arise. A partially shared
memory can take several forms, but pro-
vides principally for some shared storage
and some storage privately allotted to indi-
vidual computers. The shared storage may
be of any kind—tapes, discs, or core—but
frequently is core. Such a system, by pro-
viding a direct path of communication be-
tween computers, goes a long way toward
satisfying the requirements listed above.

The one advantage to be found in having
some memory private to each computer is
that of data protection. This advantage van-
ishes when it is necessary to exchange data
between computers, for if a computer failure
were to occur, the contents of the private
memory of that computer would be lost to
the system. Furthermore, many tasks in the
command and control application require ac-
cess to the same data. If, for example, it

would be desirable to permit some privately

. stored data to be made available to the fully

shared memory or to some other private
memory, considerable time would be lost in
transferring the data. It is also clear that a
certain amount of utilization efficiency is
lost, since some private memory may be
unused, while another computer may require
more memory than is directly available, and
may be forced to transfer other blocks of
data back to bulk storage to make way for
the necessary storage. It might be added in
passing that if private I/O complements are
considered, the same questions of decreased
overall availability and decreased efficiency
arise.

Master/Slave Schemes: Another aspect
of the partially shared memory system is
that of control. A number of such systems
employ a master/slave scheme to achieve
control, a technique wherein one computer,
designated the master computer, coordinates
the work done by the others. The master
computer might be of a different character
than the others, as in the PILOT system,
developed by the National Bureau of Stand-
ards [2], or it may be of the same basic de-
sign, differing only in its prescribed role, as
in the Thompson Ramo Wooldridge TRW400
(AN/FSQ-27) [3]. Such ascheme does recog-
nize the importance, for multicomputer sys-
tems, of the problem of coordinating the proc-
essing effort; the master computer is an
effective means of accomplishing the coor-
dination. However, there are several dif-
ficulties in such a design. The loss of the
master computer would down the whole sys-
tem, and the command and control availability
requirement could not, consequently, be met.
If this weakness is countered by providing
the ability for the master control function to
be automatically switched to another proc-
essor, there still remains an inherent inef-
ficiency. If, for example, the workload of
the master computer becomes very large,
the master becomes a system bottleneck
resulting in inefficient use of all other sys-
tem elements; and, on the other hand, if the
workload fails to keep the master busy, a
waste of computing power results. The con-
clusion is then reached that a master should
be established only when needed; this is what
has been done in the design of the D825.

The Totally Modular Scheme: As a result
of these analyses, certain implications be-
came clear. The availability requirement
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dictated a decentralization of the computing
function—that is, a multiplicity of computing
units. However, the nature of the problem
required that data be freely communicable
among these several computers. It was de-
cided, therefore, that the memory system
wouldbe completely shared by all processors.
And, from the point of view of availability
and efficiency, it was also seen to be unde-
sirable to associate I/O with a particular
computer; the I/O control was, therefore,
also decoupled from the computers.

Furthermore, a system with several com-
puters, totally shared memory, and decoupled
I/0 seemeda perfect structure for satisfying
the adaptability requirements of command
and control. Such a structure resulted in a
flexibility of control which was a fine match
for the dynamic, highly variable, processing
requirements to be encountered.

The major problem remaining to realize
the computational potential represented by
such a system was, of course, that of coor-
dinating the many system elements tobehave,
at any given time, like a system specifically
designed to handle the set of tasks with which
it was faced at that time. Because of the
limitations of previously available equipment,
an operating system program had always
been identified with the equipment running
the program. However, in the proposed de-
sign, the entire memory was to be directly
accessible to all computer modules, and the
operating system could, therefore, be de-
coupled from any specific computer. The
operation of the system could be coordinated
by having any processor in the complement
run the operating system only as the need
arose. It became clear thatthe master com-

puter had actually become a program stored

in totally shared memory, a transformation
which was also seen to offer enhanced pro-
gramming flexibility.

Up to this point, the need for identical
computer modules had not been established.
The equality of responsibility among com-
puting units, which allowed each computer to
perform as the master when running the op-
erating system, led finally to the design
specification of identical computer modules.
These were freely interconnected to a set of
identical memory modules and a set of iden-
tical I/0 control modules, the latter, in turn,
freely interconnected to a highly variable
and diverse I/0 device complement. It was
clear that the complete modularity of system

elements was an effective solution to the
problem of expansibility, inasmuch as ex-
pansion could be accomplished simply by
adding modules identical to those in the
existing complement. It was also clear that
important advantages and economies result-
ing from the manufacture, maintenance, and
spare parts provisioning for identical mod-
ules also accrue to such a system. Perhaps
the most important result of a totally mod-
ular organization is that redundancy of the
required complement of any module type, for
greater reliability, is easily achieved by in-
corporating aslittle as one additional module
of that type in the system. Furthermore,
the -additional module of each type need not
be idle; the system may be looked upon as
operating with active spares.

Thus, a design structure based upon com-
plete modularity was set. Two items re-
mained to weld the various functional mod-
ules into a coordinated system—a device to
electronically interconnect the modules, and
an operating system program with the effect
of a master computer, to coordinate the ac-
tivities of the modules into fully integrated
system operation.

In the D825, these two tasks are carried
out by the switching interlock and the Auto-
matic Operating and Scheduling Program
(AOSP), respectively. Figure 1 shows how
the various functional modules are intercon-
nected via the interlock in a matrix-like
fashion.

System Implementation

Most important in the design implemen-
tation of the D825 were studies toward prac-
tical realization of the switching interlock
and the AOSP. The computer, memory, and
1/0 control modules permitted more conven-
tional solutions, but were eachto incorporate
some unusual features, while many of the I/0
devices were selected from existing equip-
ment. With the exception of the latter, all
of these elements are discussedhere briefly.
(A summary of D825 characteristics and
specifications is included at the end of the
paper.)

Switching Interlock: Having determined
that only a completely shared memory system
would be adequate, it was necessary to find
some way to permit access to any memory
by any processor, and, in fact, to permit
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Figure 1., System Organization, Burroughs D825
Modular Data Processing System.

sharing of a memory module by two or more
processors or 1/0 control modules.

A function distributed physically through
all of the modules of a D825 system, but which
has been designated in aggregate the switch-
ing interlock, effects electronically each of
the many brief interconnections by which all
information is transferred among computer,
memory, and I/O control modules. Inaddition
to the electronic switching function, - the
switching interlock has the ability to detect

and resolve conflicts suchas occur when two
or more computer modules attempt access
to the same memory module.

The switching interlock consists func-
tionally of a crosspoint switch matrix which
effects the actual switching of bus intercon-
nections, and a bus allocator which resolves
all time conflicts resulting from simultane-
ous requests for access to the same bus or
system module. Conflicting requests are
queued up according to the priority assigned
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tothe requestors. Priorities are pre-emptive
in that the appearance of a higher priority
request will cause service of that request
before service of a lower priority request
already in the queue. Analyses of queueing
probabilities have shown that queues longer
than one are extremely unlikely.

The priority scheduling function is per-
formed by the bus allocator, essentially a
set of logical matrices. The conflict matrix
detects the presence of conflicts in requests
for interconnection. The priority matrix
resolves the priority of each request. The
logical product of the states of the conflict
and priority matrices determines the state
of the queue matrix, which in turn governs
the setting of the crosspoint switch, unless
the requested module is busy.

The AQOSP: An Operating System Pro-
gram: The AOSP is an operating system
program stored in totally shared memory
and therefore available to any computer.
The program is run only as needed to exert
control over the system. The AOSP includes
its own executive routine, an operating sys-
tem for an operating system, as it were,
calling out additional routines, as required.
The configuration of the AOSP thus permits
variation from application to application,
both in sequence and quantity of available
routines and in disposition of AOSP storage.

The AOSP operates effectively on two
levels, one for system control, the other for
task processing.

The system control function embodies all
that is necessary to call system programs
and associated data from some location in
the I/O complement, and to ready the pro-
grams for execution by finding and allocating
space in memory, and initiating the process-
ing. Most of the system control function (as
well as the task processing function) consists
of elaborate bookkeeping for: programs being
run, programs that are active (that is, occupy
memory space), I/0O commands being exe-
cuted, other I/0O commands waiting, external
data blocks to be received and decoded, and
activation of the appropriate programs to
handle such external data. It would be inap-
propriate here to discuss the myriad details
of the AOSP; some idea of its scope, however,
can be obtained from the following list of
some of its major functions:

1. configuration determination,

2. memory allocation,

3. scheduling,

4, program readying and end-of-job

cleanup,

5. reporting and logging,

6. diagnostics and confidence checking,

7. external interrupt processing.

The task processing function of the AOSP
is to execute all program I/O requests in
order to centralize scheduling problems and
to protect the system from the possibility of
data destruction by ill-structuredor conflict-
ing programs.

AOQOSP Response to Interrupts: The AOSP
function depends heavily upon the compre-
hensive set of interrupts incorporated in the
D825. All interrupt conditions are trans-
mitted to all computer modules in the sys-
tem, and each computer module can respond
to all interruptconditions. However,to make
it possible to distribute the responsibility
for various interrupt conditions, both system
and local, each computer module has an
interrupt mask register that controls the
setting of individual bits of the interrupt
register. The occurrence of any interrupt
causes one of the system computer modules
to leave the program it has been running and
branch to the suitable AOSP entry, entering
a control mode as it branches. The control
mode differsfrom the normal mode of opera-
tion in that it locks out the response to some
low-priority interrupts (although recording
them) and enables the execution of some ad-
ditional instructions reserved for AOSP use
(such as setting an interrupt mask register
or memory protection registers, or trans-
mitting an I/O instruction to an I/O control
module).

In responding to an interrupt, the AOSP
transfers control to the appropriate routine
handling the condition designated by the in-
terrupt. When the interrupt condition has
been satisfied, control is returned to the
original object program. Interrupts caused
by normal operating conditions include:

16 differenttypes of external requests,
completion of an I/O operation,
real-time clock overflow,

array data absent,
computer-to-computer interrupts,
control mode entry (normal mode halt).
Interrupts related to abnormalities of either
program or equipment include:

1. attempt by program to write out of

bounds,

2. arithmetic overflow,

3. illegal instruction,

Oﬁm»bwwl—l
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4. inability to access memory, or an in-
ternal parity error;parity error on an
I/O operation causes termination of
that operation with suitable indication
to the AOSP,

5. primary power failure,

6. automatic restart after primary power

failure,

7. I/O termination other than normal

completion,
While the reasons for including most of the
interrupts listed above are evident, a word
of comment on some of them is in order.

The array-data-absent interrupt is ini-
tiated when a reference is made to data that
is not present in the memory. Since all array
references such as A[k]are made relative to
the base (location of the first element) of the
array, it is necessary to obtain this address
and to index it by the value k. When the base
of array A is fetched, hardware sensing of a
presence bit either allows the operation to
continue, or initiates the array-data-absent
interrupt. In this way, keeping track of data
in use by interacting programs canbe simpli-
fied, as may the storage allocation problem.

The primary power failure interrupt is
highest priority, and always pre-emptive.
This interrupt causes all computer and I/O
control modules to terminate operations, and
to store all volatile information either in
memory modules or in magnetic thin-film
registers. (The latter are integral elements
of computer modules.) This interrupt pro-
tectsthe system from transient power failure,
and is initiated when the primary power
source voltage drops below a predetermined
limit.

The automatic restart after primary power
failure interrupt is provided so that the pre-
vious state of the system can be reconstructed.

A description of how an external interrupt
is handled might clarify the general interrupt
procedure. Upon the presence of an external
interrupt, the computer which has been as-
signed responsibility to handle such interrupts
automatically stores the contents of those
registers (such as the program counter) nec-
essary to subsequently reconstitute its state,
enters the control mode, and goes to a stand-
ard (hardware-determined) location where a
branch to the external request routine is
located. This routine has the responsibility
of determining which external request line
requires servicing, and, after consulting a
table of external devices (teletype buffers,

console keyboards, displays, etc.) associated
with the interrupt lines, the computer con-
structs and transmits an input instruction to
the requesting device for an initial message.
The computer then makes an entry in the
table of the I/O complete program (the pro-
gram that handles I/O complete interrupts)
to activate the appropriate responding rou-
tine when the message is read in. A check
is then made for the occurrence of additional
external requests. Finally, the computer
restores the saved register contents and
returns in normal mode to the interrupted
program.

AOSP Control of I/O Activity: As men-
tioned above, control of all I/O activity is
also within the province of the AOSP. Rec-
ords are kept on the condition and avail-
ability of each I/0O device. The locations of
all files within the computer system, whether
on magnetic tape, drum, disc file, card, or
represented as external inputs, are also
recorded. A request for input by file name
is evaluated, and, if the device associated
with this name is readily available, the action
is initiated. If for any reason the request
must be deferred, it is placed in a program
queue to await conditions which permit its
initiation. Typical conditions which would
cause deferral of an I/O operation include:

1. no available I/O control module or

channel,

2. the device in which the file is located

is presently in use,

3. the file does not exist in the system.
In the latter case, typically,a message would
be typed outon the supervisory printer, ask-
ing for the missing file.

The I/O complete interrupt signals the
completion of each I/Ooperation. Along with
this interrupt, an I/O result descriptor is
deposited in an AOSP table. The status
relayed in this descriptor indicates whether
or not the operation was successful. If not
successful, what went wrong (such as a par-
ity error, or tape break, card jams, etc.) is
indicated so that the AOSP may initiate the
appropriate action. If the operation was suc-
cessful, any waiting I/O operations which
can now proceed are initiated.

AOSP Control of Program Scheduling:
Schedulingin the D825 relies upon a jobtable
maintained by the AOSP. Each entry isiden-
tified with a name, priority, precedence
requirements, and equipment requirements.
Priority may be dynamic, depending upon
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time, external requests, other programs, or
a function of many variable conditions. Each
time the AOSP is called upon to selecta pro-
gram to be run, whether as a result of the
completion of a program or of some other
interrupt condition, the job table is eval-
vated. In a real-time system, situations
occur wherein there is no system program
to be run, and machine time is available for
other uses. This time could be used for
auxiliary functions, such as confidence rou-
tines.

The AOSP provides the capability for pro-
gram segmentation at the discretion of the
programmer. Control macros embedded in
the program code inform the AOSP that
parallel processing with two or more com-
puters is possible at a given point. In addi-
tion, the programmer must specify where
the branches indicated in this manner will
join following the parallel processing.

Computer Module: The computer modules
of the D825 system are identical, general-
purpose, arithmetic and control units. In
determining the internal structure of the
computer modules, two considerations were
uppermost. First, all programs and data
had to be arbitrarily relocatable to simplify
the storage allocation function of the AOSP;
secondly, programs would not be modified
during execution. The latter consideration
was necessary to minimize the amount of
work required to pre-empt a program, since
all that would have to be saved to reinstate
the interrupted program ata later time would
be the data for that program and the register
contents of the computer module running the
program at the time it was dumped.

The D825 computer modules employ a
variable-length instruction format made up
of quarter-word syllables. Zero-,one-, two-,
or three-address syllables, as required, can
be associated with each basic command syl-
lable. An implicitly addressed accumulator
stack is used in conjunction with the arith-
metic unit. Indexing of all addresses in a
command is provided, as well as arbitrarily
deep indirect addressing for data.

Each computer module includes a 128-
position thin-film memory used for the stack,
and also for many of the registers of the ma-
chine, such as the program base register,
data base register, the index registers, limit
registers, and the like.

The instruction complement of the D825
includes the usual fixed-point, floating-

point, logical, and partial-field commands
found in any reasonably large scientific data
processor.

Memory Module: The memory modules
consist of independent units storing 4096
words, each of 48 bits. Each unit has an
individual power supply and all of the nec-
essary electronics to control the reading,
writing, and transmission of data. The size
of the memory modules was established as a
compromise between a module size small
enough to minimize conflicts wherein two or
more computer or I/0 modules attempt ac-
cess to the same memory module, and a size
large enough to keep the cost of duplicated
power supplies and addressing logic within
bounds. It might be noted that for a larger
modular processor system, these trade-offs
might indicate that memory modules of 8192
words would be more suitable. Modules
larger than this— of 16,384 or 32,768 words,
for example—would make construction of
relatively small equipment complements
meeting the requirements set forth above
quite difficult. The cost of smaller units of
memory is offset by the lessening of catas-
trophe in the event of failure of a module.

1/0 Control Module: The I/O control
module executes I/O operations defined and
initiated by computer module action. In
keeping with the system objectives, I/O con-
trol modules are not assigned to any partic-
ular computer module, but rather are treated
in much the same way as memory modules,
with automatic resolution of conflicting at-
tempted accesses via the switching interlock
function. Once an I/O operation is initiated,
it proceeds independently until completion.

I/0 action is initiated by the execution of
a transmit I/Oinstruction in one of the com-
puter modules, which delivers an I/O de-
scriptor word from the addressed memory
location to an inactive I/O control module.
The I/O descriptor is an instruction to the
1/0 control module that selects the device,
determines the direction of data flow, the
address of the first word, and the number of
words to be transferred.

Interposed between the I/O control mod-
ules and the physical external devices is an-
other crossbar switch designated the I/O
exchange. This automatic exchange, similar
in function to the switching interlock, per-
mits two-way data flow between any I/0
control module andany I/O device in the sys-
tem. It further enhances the flexibility of the
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system by providing as many possible exter-
nal datatransfer paths as there are 1/0 con-
trol modules.

Equipment Complements: A D825 system
can be assembled (or expanded) by selection
of appropriate modules in any combination of:
one to four computer modules, one to 16
memory modules, one to ten I/O control
modules, one or two I/O exchanges, and one
to 64 1/0 devices per I/O exchange in any
combination selected from: operating (or
system status) consoles, magnetic tape trans-
ports, magnetic drums, magnetic disc files,
card punches and readers, paper tape per-
forators and readers, supervisory printers,
high-speed line printers, selected data con-
verters, special real-time clocks, and inter-
system data links.

Figure 2 is a photograph of some of the
hardware of a completed D825 system. The

equipment complement of this system includes
two computer modules, four memory modules
(two per cabinet), two I/O control modules
(two per cabinet), one status display console,
two magnetic tape units, two magnetic drums,
a card reader, a card punch, a supervisory
printer, and an electrostatic line printer.

D825 characteristics are summarized in
Table 1.

SUMMARY AND CONCLUSION

It is the belief of the authorsthat modular
systems (in the sense discussed above) are a
natural solution to the problem of obtaining
greater computational capacity—more natu-
ral than simply to build larger and faster
machines. More specifically, the organiza-
tional structure of the D825 has been shown
to be a suitable basis for the data processing

Figure 2, Typical D825 Equipment Array.
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facility for command and control. Although
the investigation leading toward this struc-
ture proceeded as an attack upon a number
of diverse problems, it has become evident
that the requirements peculiar to this area
of application are, in effect, aspects of a
single characteristic, which might be called
structural freedom. Furthermore, it is now
clear that the most unique characteristic of
the structure realized—integrated operation
of freelyintercommunicating, totally modular
elements—provides the means for achieving
structural freedom.

For example, one requirement is that
some specified minimum of data processing
capability be always available, or that, under
any conditions of system degradation due to
failure or maintenance, the equipment re-
maining on line be sufficient to perform pri-
mary system functions. In the D825, module
failure results in a reduction of the on-line
equipment configuration but permits normal
operation to continue, perhaps at a reduced
rate. The individual modules are designed
to be highly reliable and maintainable, but
system availability is not derived solely from
this source, as is necessarily the case with
more conventional systems. The modular
configuration permits operation, in effect,
with active spares, eliminating the need for
total redundancy.

A second requirement is that the working
configuration of the system ata given moment
be instantly reconstructable to new forms
more suited to a dynamically and unpredict-
ably changing work load. In the D825, all
communication routes are public, all mod-
ules are functionally decoupled, all assign-
ments are scheduled dynamically, and assign-
ment patterns are totally fluid. The system
of interrupts and priorities controlled by the
AOSP and the switching interlock permits
instant adaptation to any work load, without
destruction of interrupted programs.

The requirement for expansibility calls
simply for adaptation on a greater time scale.
Since all D825 modules are functionally de-
coupled, modules of any types may be added
. to the system simply by plugging into the
switching interlock or the I/O exchange.
Expansion in all functional areas may be

pursued far beyond that possible with conven-
tional systems.

It is clear, however, that the D825 system
would have fallen far short of the goals set
for it if only the hardware had been consid-
ered. The AOSP is as much a part of the
D825 system structure as is the actual hard-
ware. The concept of a "floating' AOSP as
the force that molds the constituent modules
of an equipment complement into a system
is animportant notion having an effectbeyond
the implementation of the D825. One inter-
esting by-product of the design effort for the
D825 has, in fact, been a change of perspec-
tive; it has become abundantly clear that
computers do not run programs, but that
programs control computers.
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Table 1. Specifications, D825 Modular Data Processing System

Computer module:
Computer module, type:

Word length:

Index registers:
(in each computer module)

Magnetic thin-film registers:

(in each computer module)

Real-time clock:
(in each computer module)

Binary add:

Binary multiply:
Floating-point add:
Floating-point multiply:
Logical AND:

Memory type:

Memory capacity:

I/O exchanges per system:
1/0 control modules:

1/0 devices:

Access to I/0 devices:

Transfer rate per I/O exchange:

I/0 device complement:

4, maximum complement
Digital, binary, parallel, solid-state

48 bits including sign (8 characters, 6 bits each) plus
parity

15

128 words, 16 bits per word, 0.33-usec read/write
cycle time

10 msec resolution

1.67 usec (average)
36.0 usec (average)
7.0 usec (average)
34.0 usec (average)
0.33 usec

Homogeneous, modular, random-access, linear-select,
ferrite-core '

65,536 words (16 modules maximum, 4096 words each)
lor2

10 per exchange, maximum

64 per exchange, maximum

All I/0 devices available to every I/0O control module
in exchange

2,000,000 characters per second

All standard I/O types, including 67 kc magnetic
tapes, magnetic drums and discs, card and paper tape
punches and readers, character and line printers,
communications and display equipment




THE SOLOMON COMPUTER*

Daniel L. Slotnick, W. Carl Borck, and Robert C. McReynolds
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INTRODUCTION AND SUMMARY

The SOLOMON (Simultaneous Operation
Linked Ordinal MOdular Network), a parallel
network computer, is a new system involving
the interconnections and programming, under
the supervision of a central control unit, of
many identical processing elements (as few
or as many as a given problem requires), in
an arrangement that can simulate directly
the problem being solved.

The parallel network computer shows
great promise in aiding progress in certain
critically important areas limited by the
capabilities of current computing systems.
Many of these technical areas possess the
common mathematical denominator of in-
volving calculations with a matrix or mesh
of numerical values, or more generally in-
volving operations with sets of variables
which permit simultaneous independent op-
eration on each individual variable within the
set. This group is typified by the solution of
linear systems, the calculation of inverses
and eigenvalues of matrices, correlation and
autocorrelation, and numerical solution of
systems of ordinary and partial differential
equations. Such calculations are encountered
throughout the entire spectrum of problems

in data reduction, communication, character
recognition, optimization, guidance and con-
trol, orbit calculations, hydrodynamics, heat
flow, diffusion, radar data processing, and
numerical weather forecasting.

An example of the type of problem per-
mitting the use of the parallelism is the nu-
merical solution of partial differential equa-
tions. Assuming the value of afunction, u, is
known on the boundary, I', of a region, the
solution of the Laplace equationf can be cal-
culated at each mesh point, x, y in the region
as illustrated in Figure 1.

Since the iteration formula is identical
for each mesh point in the region, the arith-
metic capability provided by a processing
element corresponding to each point will
enable one calculation of the equation; i.e., a
single program execution, to improve the
approximation at each of the mesh points
simultaneously.

Figure 2 illustratesa basic array of proc-
essing elements. Each of these elements
possesses 4096 bits of core storage, and the
arithmetic capabilities to perform serial-by-
bit arithmetic and logic. An additional capa-
bility possessed by each processing element
is that of communication with other process-
ing elements. Processing element E can

*The applied research reported in this document has been made possible through support and
sponsorship extended by the U,S. Air Force Rome Air Development Center and the U,S, Army
Signal Research and Development Laboratory under Contract Number AF30(602)2724: Task
730J. It is published for technical information only, and does not necessarily represent
recommendations or conclusions of the sponsoring agency.

tJeeves, T. A., et al; '"On the Use of the SOLOMON Parallel-Processing Computer.'" Proceed-
ings of the Eastern Joint Computer Conference, Philadelphia, December 1962.
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Figure 1. Iterative Solution of
Laplace's Equation

transmit and receive data serially from its
four nearest neighbors: the processing ele-
ments immediately to right, A; left,C; above,
B; and below, D.

A fifth source of input data is available to
the processing element matrix through the
"broadcast input'' option. This option utilizes
a register in the central control to supply

PE | » PE | PE » rE e » re

PE PE

Figure 2. Basic Array of Processing
Elements

constants when needed by an arbitrary num-
ber of the processing elements during the
same operation cycle. This constant is
treated as a normal operand by the process-
ing elements and results in the central con-
trol unit becoming a "fifth' nearest neighbor
to all processing elements.

The processing element array is the core
of the system concept; however, it is the
method of controlling the array which turns
this concept into a viable machine design.
This method of control is the simplest possi-
ble in that the processing elements contain a
minimum of control logic - the "multimodal"’
logic described below.

Figure 3 illustrates how the processing
element array, a 32 X 32 network, is con-
trolled by a single central control wunit.
Multimodal control permits the processing
elements to alter control signals to the proc-
essing element network according to values
of internal data. They are individually per-
mitted to execute or ignore these central
control signals.

Basically,the central controlunit contains
program storage (large capacity random-
access memory), has the means to retrieve
andinterpret the stored instructions,and has
the capability, subject to multimodal logic,
to cause execution of these instructions within
the array. Thus, at any given instant, each
processing element in the system is capable
of performing the same operation on the
operands stored inthe same memory location
of eachprocessing element. These operands,
however, may all be different. The flow of
control information from the control unit to
the processing elements is indicated in Fig-
ure 3 by light lines. An instruction is re-
trieved from the program storage and trans-
mitted to a register incentral control. Within
central control, the instruction is interpreted
and the information contained is translated
into a sequence of signals and transmitted
from central control to the processing ele-
ments. Since this information must be pro-
vided to 1024 processing elements, it is nec-
essary to branch this information and provide
the necessary amplification and power. This
is accomplished by transmission through
branching levels, which provide the necessary
power for transmission.

As described above, each processing ele-
ment in the network possesses the capability
of communicating with its four adjacent ele-
ments. The '"edge' processing elements,
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however, do not possess a full complement
of neighbors. The resulting free connections
are used for input-output application. This
makes possible very high data exchange rates
between the central computer and external
devices through the input-output subsystem,
These rates could be still further increased
by providing longer "edges'’; i.e., by the use
of a nonsquare network array.

Two input-output exchange systems are
used by the input output equipment. The pri-
mary exchange system is a high speed sys-
tem operating at a data rate near that of the
processing element network. This system
consists of magnetic tapes and rotating mag-
netic memories and serves the network with
data storage during large net problems.

The secondary exchange system provides
the user with communication with the primary
exchange system through conventional high
speed printers, and tape transports. The
data atthe output of this system is compatible
with most conventional devices.

The Processing Element

The processing element (PE) logic, illus-
trated in Figure 4, basically consists of two
parts: the processing element memory, and
the arithmetic and multimodal control logic.

The multimodal control within each proc-
essing element provides the capability for
individual elements to alter the program flow

as a function of the data which it is currently
processing. This capability permits the
processing element to classify data and make
judgments on the course of programming
which it should follow. Whenever individual
elements arein a different mode of operation
than specified by central control, they will
not execute the specified command,

During each arithmetic operation, one
word will be read serially from each of the
two memory frames associated witha unique
processing element. The operand in frame
one will be transmitted by central control
command, either to the internal adder or to
that of one of the four adjacent elements
which are its nearest neighbors in the net-
work array. The five gates labeled A in
Figure 4 control the routing of information
from frame one. Since only one of these may
be activated during a single operation,a word
in frame one can be entered in the operation
select logic of only one of the five processing
elements. The frame-two operand can be
routed only into the unit's full adder.

Each PE in the system will communicate

with a corresponding unit, thereby producing
a flow of information between processing
elements during network operations.
- Word addressing of the memory is per-
formed by the matrix switches in the central
control unit. These switches convert the
address from the binary form ofthe instruc-
tion to the one-of-n form required for ad-
dressing the memory frame. Provision is
made for special addressing of specific
memory locations for temporary storage of
multiplier and quotient during multiplication
and division. Successive bitsare shifted into
the PE logic by two digit counters in central
control.

Three different types of storage are per-
mitted: (1) the sum can be routed into frame
one while the original word in frame two is
rewritten; (2) the sum can be routed into
frame two while the word in frame one is
rewritten; and (3) information can be inter-
changed between frames. Note that in the
first two operations, the word which was
located in the memory frame into which the
sum is routed is destroyed. No information
is altered during the third type operation.

Multimodal Operation: Multimodal opera-
tion gives the processing element the addi-
tional capability for altering program flow
and tagging information on the basis of in-
ternal data., Any command given by the
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Figure 4, Processing Element Block Diagram

central control unit to the PE matrix is exe~
cuted by the processing element only whenthe
mode control signals from the control se-
quencer are identical with the coding of the
processing element mode register. The cen-
tral controlunit may activate any combination
of four statespermitting a given command to
be executed by individual elementsindifferent
multimodal states.

Upon comparison of a command field with
the multimodal state, the execute signal is
energized enabling the processing element to
executethe command. Whenthis signalis not
energized, the command is not executed. If
external routing is specified, the numbers in
frame one are routed to the specified neigh-
bors, regardless of mode state. The proc-
essing elements in a nonselected mode will
not accept information; they will return bits
of information read from memory to their
respective frames unaltered.

Internally controlled mode ‘advancement
will take place as ''condition met' signals are
received from the arithmetic sum network.
These signalstransfer those processing ele-
ments which have satisfied the condition for
transfer to a mode of operation specified by
central control.

Modes can also be changed by the pro-
grammer by using special commands. The
set mode command will automatically set all
addressed processing elements into the
directed mode state.

Commands for loading modes operate on
the mode control flip-flops loading into or
loading from two bits in memory specified
by central control. The store mode com-
mand does not alter the contents of the mode
control flip-flops. By programming, this
capability can be used to tag information or
results of calculations.

Row and Column Selection: In a number
of matrix calculations, the use of a series of
load and store mode commands to do row
selection becomes quite cumbersome. In-
cluding the capability for commands to select
particular rowsor columns for the operations
saves both time and processing element
memory storage.

During row-column operations, the mode
control logic is altered by the selection con-
trol. Processing elements execute com-
mands in a manner identical to the ordinary
mode control operations. Nonselected rows
will transmit required operands, but will not
alter their memory contents. The selected
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processing elements operate in the conven-
tional manner,

In combination with the multimodal op-
eration, row-column selection is a useful
programming tool. The hardware in cen-
tral control consists of a holding register
(switches) whose output is gated to either
rows or columns. Two holding registers
could permit simultaneous row and column
selection,

Arithmetic Operation: Each of the two
memory frames communicates with a two-bit
memory buffer shown in Figure 4. Each buf-
fer holds the bit just read from memory,
along with the result of the logical operation
which is about to be written into memory.

The frame-one memory buffer includes a
control flip-flop which can sense a bit set
into the buffer during division or multiplica-
tion, as well as the condition of the summing
network during a logical orarithmetic opera-
tion,

The frame-select switch controls the
routing of the sum and memory bits accord-
ing to the command from central control.

The arithmetic portion of the PE consists
of two parts: operation selection logic and a
modified full adder. Subtraction is per-
formed by the addition of the complement of
the subtrahend to the minuend. SOLOMON
uses 2's complement arithmetic inthe serial
processing element to eliminate the end-
around carry required when using 1's com-
plement. The 2's complement is formed by
an addition of 1 during the first bit cycle by
initially setting the carry to-a 1 and gating
the complement of each bit. Therefore, a 1
is automatically added during a cycle when
no carry is normally present. Negative num-
bers are stored in 2's complement form
within the processing element memory.

Multiplication is accomplished by a series
of shifts and additions. Prior to the start of
the multiplication, the multiplier is stored in
a specific memory location in frame one.
The multiplicand isalso stored inframe one.
When the multiplication signal arrives, the
matrix switch is set so that the first multi-
plier bit is read out of memory into the flip-
flop. Gating then modifies the central control
signals according to the value of the multi-
plier bit. They will provide either a set of
zeros, or permit addition of the multiplicand
to the partial product which is stored in
frame two. To maintain the alignment of
bits, the second ring is started one bit time

earlier than ring one, Note that the product
need not be stored in the same processing
element as the multiplicand and multiplier,
since the multiplication can be implemented
in conjunction with any of the four nearest
neighbors.

Division is implemented through a nonre-
storing technique. When a divisor is smaller
than or equal to the dividend, a test is ap-
plied to determine if the quotient will not
possess any significant bits., When this oc-
curs, the processing element will enable the
overflow signal and not divide. The central
control unit can then choose to ignore the
overflow or stop the computer for the op-
erator to make corrections.

Logical operations such as "and," '"or,"
and "exclusive or' are included in the com-
mand repertoire. Other operations such as
comparisons are implemented by varying
combinations of the control signals that per-
mit flexibility within the processing element
logic.

Overflow (when addition or subtraction
results in a value greater than the range of
the computer) canbe sensed and may initiate
programmed corrective routines in central
control. The execute signal is also trans-
mitted to central control for sensing to de-
termine that some processing elements have
met or have not met the transfer conditions.

Processing Element Memory Organiza-
tion: Each processing element includes two
memory frames each with its own read and
write circuitry., Each frame has a capacity
of sixty-four 32-bit words. These frames
are physically organized into stacksas shown
in Figure 5. The frame-one planes and
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Figure 5. Sharing of Memory Stacks
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frame-two planes make up separate stacks
(stack T and stack II). These stacks are
driven in parallel from central control.

Both sets of X-drivers are controlled
from central control and select one of 64
words in each frame (see Figure 6). The
word selected from frame 1 can be different
from the word from frame 2. While the se-
lected X-drivers are turned on (read-write),
the Y-drivers will sequence through the bit
positions with a series of read-write pulses,
and thus cyclethe bits of both selected words
serially into the sense amplifiers. The Y-
drivers of stack I can be offset by any num-
ber of bit positions from the Y-drivers of
stack II. The outputs of the sense amplifiers
are sent to the buffer flip-flop register where
they are gated by the processing element
either into its own adder or to a designated
nearest neighbor.

]

=!| SENSE AMPLIFIER H

STACK 1 FLIP FLOP
FRAME I surFer [ ]
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Figure 6, Basic Operation of Memory Unit
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Writing the information back into the
memory will be accomplished in a similar
fashion, with the exception that the flip-flop
buffer will control the digit driver, which, in
turn, determines whether a one or a zero is
written.

Drivers ofconvenient size and complexity
can be built to drive up to 128 frame pairs.
Therefore, a 1024-frame memory requires
eight sets of X~ and Y-drivers. When ex-
panded systems are desired, an additional
unit is provided with each module of 128
processing elements.

Central Control

The Control Unit: The purpose of the Con-
trol Unit, Figure 7, is to control the opera-
tions of the SOLOMON computer complex and
to maintainthe proper command distribution.

This unit is the only one which addresses the
program memory. All indexing, whether it
is to be performed on an input-output com-
mand or a processing element command is
completed within this unit. The unit has con-
trol over all broadcast and index registers.
Loading, transferring, and other operations
upon these registers are accomplished while
processing element matrix sequencing and
input-output control is taking place.

The control unit has sufficient command
decoding logic to discriminate between four
basic types of commands: (1) processing
element commands, (2) input-output control
commands, (3) program control commands,
and (4) commands which transfer information
between the matrix and the input-output
equipment.

In processing element commands, the
control unit addresses the program memory
sequentially, and receives the instruction.
The control unit ascertains that the instruc-
tion is intended for the sequencer, and then
does the required indexing. When the se-
quencer has completed its previous instruc-
tions, the indexed command is transferred in
parallel to the network sequencer. The con-
trol unit then addresses the program for the
next instruction.

The input-output control commands are
partially decoded and the addresses are in-
dexed. When the input-output control has
completed its previous instruction, the in-
formation from the program memory is
transferred to the input-output executor.

The program controlcommands are com-
pletely executed withinthe control unit unless
inputs are required from other control com-~
plexes. If the former is true, the control unit
will complete the instruction and then return
to the program memory for new instructions.
When inputs from the other units are neces-
sary, the control unit must wait until the de-
vice is not busy. Then the command will be
executed. This class of instructions includes
console control interrupt tests, switch test
and control program, transfer instructions,
and register controls.

The final class of instructions are those
where both the input-output control and net-
work sequencer arerequired to act together.
With this type, both the sequencer and the
input-output executor must have completed
their previous instructions, then, with index-
ing completed, the command is transferred
in parallel to the network sequencer, the
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control of the input-output executor is trans-
ferred to the sequencer, and the control unit
is released to obtain the next instruction.

This organization of control will provide
the programmer with the flexibility to main-
tain a maximum utilization of all conirol
equipment, see Figure 8, Interweaving in-
structions will provide a maximum amount
of command overlap and results inthe highest
speed.

Network Sequencer: The sequencer, shown
in Figure 9, is the portion of the SOLOMON
system whose major objective is to provide
control signals for commands involving the
processing element matrix. The device pro-
vides control signals to the input-output unit
during information transfers.

The unit has two major functions, one to
decode commands and provide control pulses
and levels to the processing element matrix,
and the second to control memory addressing.

Memory address control is provided by
two digit counters and two matrix switches.
These counters are loaded by the control unit
and will advance or decrement under control
of the operation register and controller.

While memory addressing is mainly ac-
complished by counters, the processing ele-
ment controls are more varied. After the
operation register is loaded from the control
unit, it is decoded and supplies command
signals to the controller. The controller
supplies all the time-varying signals to the
processing element matrix and transmits
control pulses to other sequencer registers.
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The controller has the capability of select-
ing a broadcast option which will enable the
central control to act as a ''fifth" nearest
neighbor to the network. The frame one
operand is replaced by one of the broadcast
registers in the Control Unit. This option
will be selected by the programmer whenever
a single constant is required bya large num-
ber of processing elements during the same
operation cycle.

During input-output operations, the con-
troller sends the coded signals to the input-
output control unit for the duration of the
operation. The input-output unit then trans-
mits the control pulses to the input-output
equipment to maintain exact synchronization
between the two subsystems.

The Input Output System: The input out-
put system, Figure 10, is organized to facil-
itate informationtransfer betweenthe network
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and auxiliary equipment with high effi-
ciency.

The primary information exchange isused
as auxiliary network storage in large mesh
problems. The exchange consists of wide
multi-channel magnetic tape whose function
is to keep a high speed drum loaded. This
drum operating with parallel channels can
provide a bit rate comparable with the net-
work rate. Other advanced storage devices
are being considered in this area.

This primary exchange system communi-
cates through the input output buffer with the
secondary exchange system. This secondary
exchange system providesthe user with com-
patibility with existing systems such as
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Figure 10. Input Output Organization

conventional magnetic tape, card reader and
punch, high speed printers, paper tape units
and other devices. The Format Converter
provides conversions from the binary form
required by the network to the format re-
quired by the peripheral devices.

Both the primary exchange and the core
buffer can communicate with the processing
element network in two ways,the "edge' ele~
ments and geometric control. :

In the first method, since each element
has the capability of communication with its
four adjacent neighbors a processing ele-
ment located on the "edge' of the network
has one or more free connections. These
unused connections are connected to the
input-output register.

Figure 11 shows the 32 X 32 matrix array
with the capability to select the particular
edge into which information is to be written.
This flexibility increases the ease of loading
the processing element network.

Additional flexibility is obtained through
"geometric control.”” This technique em-
ploys special information transfer commands
that enable the programmer to select specific
rows or columns which are to communicate
directly with the input output register. This
eliminates the necessity of multiple trans-
fers to obtain or load information directly
into the interior of the matrix.

Programming

In the overall evaluation of any computer
system, consideration must be given both to
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the mathematical formulation of the problem
to be solved and to the way in which this is
reduced toa sequence of computer operations.
Both of these aspects have a particular sig-
nificance in the SOLOMON system. It is be-
coming increasingly apparent that the tradi-
tional methods of numerical analysis will be
largely inapplicable to the new generation of
computers represented by SOLOMON.
Present analytical and programming
methods have evolved directly and with little
change from centuries of hand calculation and
later from use of desk calculators. For this
reason, such methods have been considered
""natural," and the organization of present
computing systems may be directly compared
to the computing complex consisting of a
human operator, an explicit computational
algorithm, and mechanisms (or persons) ca-
pable of performing the required sequence of
calculations. Heretofore, no serious attempt
has beenmade toemploy anapproach tocom-
puter design which is based not onhuman ca-
pability and "natural” computation methods,

but on potential computer capability and en-
tirely new methods "natural'to the computer
innovation,

Current developments demand an altera-
tion of this state of affairs. The SOLOMON
system, as a consequence of its radically
different organization, requires new tech-
niques in numerical analysis and program-
ming for its effective utilization.

The main question is the amenability of
basic mathematical functions and processes
to the parallel approach. Specifically, in the
SOLOMON system a fixed number of proc-
essing elements under common control must
be efficiently used to perform calculations
which will vary both in size and in basic
type. A fixed number of processing ele-
ments can both speed the solution of a given
problem of fixed size and perform substan-
tially different but mathematically related
calculations simultaneously. The former
capability takes advantage of the parallelism
which is intrinsic to many problems but
which has not been previously exploited.
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The latter stems from the capability to rep-
resent broad classes of functions and opera-
tors mathematically in normal forms which
distinguish between the represented quanti-
ties only by the values of constants that occur
in their representations; examples of thisare
the representation of continuous functions by
polynomials, of analytic functions by Taylor
series, and of linear operators by matrices.

A previous paper* describes in detail the
application of the SOLOMON system to prob-
lems in partial differential equations and
certain matrix calculations. Results to datef

establish a performance advantage between
60 and 200 for the SOLOMON Computer com-
pared to currently available large scale dig-
ital systems.
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THE KDF.9 COMPUTER SYSTEM

A. C. D. Haley
English Electric Co., Lid.,
Kidsgrove,
Stoke-on-Tvent, England

SUMMARY

The English Electric KDF.9 computing
system has a number of unusual features
whose origins are to be found in certain de-
cisionsreached at an early stage in the plan-
ning of the system. At this time (1958-59)
simplified and automatic programming pro-
cedures were becoming established as de-
sirable for all programming purposes,
whereas previously they had been regarded
as appropriate only to rapid programming of
"one-off"" problems because of the drastic
reductions of machine efficiency which
seemed inevitable.

Many early interpretive programming
schemes aimed to provide an external three-
address language, and for a time it appeared
that a machine with this type of internal cod-
ing approached the ideal. Increasinginterest
in translating programs, particular for prob-
lemlanguages suchas ALGOL and FORTRAN,
showed the fallacy of this assumption. It be-
came evident that efficient translation could
only be achieved on a computer whose inter-
nal structure is adapted to handle lengthy
algebraic formulae rather than the artificially
divided segments of a three address ma-
chine.

The solution to the difficulty was found in
theuse of a '"'nesting store' system of working
registers. This consists of a number of
associated storage positions forming a maga-
zine in which information is stored on a
"last in, first out' basis. It is shown that
this basic idea leads to development of a
computer having an order code near to the
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ideal for evaluation of problems expressible
in algebraic form.

A number of other significant advantages
arise directly from the nesting store prin-
cipel, chief among them being a striking re-
duction in the program storage space re-
quired. This is due to elimination of
unnecessary references to main store ad-
dresses and to the implicit addressing of
operands in the nesting store itself. Many
instructions are therefore concerned with
specifying only a function, requiring many
fewer bits than those instructions involving
a main store address. Instructions are
therefore of variable length to suit the in-
formation content necessary and on average
three instructions may occupy a single ma-
chine word (48 bits). This again reduces the
number of main store references, allowing
the use of a store of modest speed while still
allowing adequate time for simultaneous op-
eration of a number of peripheral devices on
an autonomous main store interrupt basis.

Fast parallel arithmetic facilities are
associated with the nesting store, both fixed
and floating-point operations being provided.
A further nesting store system facilitates the
use of subroutines, and a third set of special
stores isassociated with a particularly com-
prehensive set of instruction modificationand
counting procedures.

Operation of the machine is normally under
the control of a '"Director'' program. A num-
ber of different Directors cover a variety of
operating conditions. Thus a simple version
is used when only a single program is to be
executed and more sophisticated versions
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may be used, for example, to control pseudo-
off-line transcription operations in parallel
with a main program, operation of several
programs simultaneously on a priority basis,
ete,

INTRODUCTION

For almost a decade after the first com-
puters were put into service, developments
in system specifications were almost exclu-
sively a by-product of local engineering
progress. No radical changes took place in
machine structure, except insofar as engi-
neering changes led directly to operational
ones. Thus the emergence of the ferrite core
store as the most reliable and economic rapid
access store for any significant quantity of
information led to the abandonment, now vir-
tually complete, of the various types of delay
line store. In consequence, "optimum pro-
gramming' is now used only in certain sys-
tems which exchange speed for economy and
use a magnetic drum for the working store.

The majority of systems continue to be
basically simple single address order code
machines, in which most orders implicitly
specify an arithmetic register as one par-
ticipant in every operation. It was the sub-
sequent proliferation of transfers between
this register and the main store, purely to
allow its use for intermediate arithmetic op-
erations on instructions, which led to the in-
troduction at Manchester University of the
"B-tube." Thisin turnhas been extended and
elaborated to provide the automatic instruc-
tion modification and/or counting features
which are now universal.

A further reduction in housekeepingopera-
tions, with a consequent increase in speed,
can be obtained by providing not a single
register associated with the arithmetic unit,
but a number of registers. Sometimes all
facilities are available on all registers, and
in other machines the facilities are divided.

Changes and elaborations such as these
have, of course, had the primary aim of in-
creasing the effective speed of the machine.
The penalty to be paid is the complexity of
programming. The increased quantity of
hardware required is, of course, more than
compensated by increased computing power.

There is no corresponding compensation
for the increased programming costs, par-
ticularly for problems of infrequent occur-
rence. This factor was the provocation for

much of the early work on simplified pro-
gramming schemes. Major programs and
those to be used repeatedly were written in
machine code, but the remainder were written
in problem-oriented languages either obeyed
interpretively (as if a set of subroutines) or
translated into the necessary machine code
program by highly sophisticated translator
routines. Typical of the former approach
are English Electric "Alphacode'" [1] and
Ferranti/Manchester University '"Autocode'
[2, 3] and of the latter method I.B.M. "For-
tran" [4] and English Electric '"Alphacode
Translator'' [5, 6]. The penalties of using
these schemes are again different in nature.
Interpretive routines lead to inefficient use
of machine time during every run, factors of
10 to 100 covering most of the systems in
common use. The translator routines, in
contrast, may ideally produce a 100% effi-
cient program, although a loss of speed by a
factor of 1-1/2 to 5 is more usual. The
translation operation, performed only once,
may however occupy long periods and may
swamp the subsequent gain over the inter-
pretive method for a rarely used program.

In the late nineteen-fifties it was evident
that a successful new general-purpose sys-
tem should ideally have two programming
features:

(a) It should have an order code designed
to allow easy efficient coding in machine
language after a minimum training period:

(b) The language should be such as to al-
low the preparation of a number of rapid
translators (for many categories of work)
from problem-oriented languages into ef-
ficient machine programs.

Studies based on these fundamental re-
quirements culminated in the machine organ-
ization selected for KDF.9.

Choice of an Order Code

Many interpretive schemesused up to this
time had been of three-address type, where
the typical instruction is of the form

C = A (function) B,

and A,B,C are main store addresses. Ex-
perience had shownthat this type of code was
well adapted for design calculations and sci-
entific usage, expecially if a wide range of
fixed and floating point functions and well-
chosen loop counting and instruction modify -
ing facilities were made available.
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At a time when potential arithmetic speeds
were overtaking storage accessrates the use
of a three-address machine code had the
drawback of requiring four main store ref-
erences for each operation (including extrac-
tion of an instruction), and with the constant
demand for stores of 32,000 or more words
the necessary instruction length approaches
60 bits when provision for a large number of
functions and modifiers is made.

A single address system, on the other
hand, requires greater care in programming
and a multi-accumulator machine is perhaps
worse still from this standpoint.

None of these conventional structures is
particularly well suited to preparation of ef-
ficient translation routines, and a study was
therefore made of a special form of multi-
accumulator system using automatic alloca-
tion of addresses for the working registers.
This depends on presentation of data to the
system in a form closely analagous to the
"'reverse Polish" notation. (This notation
merely involves writing the signof any arith-
metic operation after, rather than before, the
two operands.

Thus a + b is written ab+
a —+ b is written ab+, etc.)
Fundamentally the procedure istoarrange
the machine structure in such a wayas to al-
low operations to be performed in a natural
order. Thus, in carrying out the operations
involved in calculating E = A.B. + C.D, the
natural sequence is
obtain A:
obtain B:
multiply & retain A.B:
obtain C:
obtain D:
multiply & retain C.D:
add:

store E.

Given a suitable "user code'" (i.e., a con-
venient form in which to prepare a program

of instructions), it was evident that such a
machine structure, if attainable at reasonable
cost, would meet requirement (a) above. The
belief in its appropriateness for simplicity
of coding was coincidentally supported by the
appearance of an interpretive scheme [7],
producing a similar problem-language, writ-
ten for DEUCE. This proposal, however,
attracted little attention, mainly because the
multi-level storage system of DEUCE pre-
vented attainment of a reasonable working
efficiency.

The potential virtues of this type of prob-
lem language were again supported by a sub-
sequent proposal to use a reverse Polish
notation as a computer common language
(APT). For a number of reasons this pro-
posal was not adopted, but two of the reasons
advanced in its favor are worthy of note in
the present context, They were:

(a) That the language is one in which
problems can be formulated with little effort
after a short period of training:

(b) That the process of automatic or
manual translation from any conventional
problem language to most of the existingma-
chine languages requires an effective ex-
pression in reverse Polish notation as an
intermediate step in the procedure. Using
such a machine code therefore eliminates a
substantial part of the process.

The Nesting Store

The evaluation of a formula above can
be seen to consist of successive opera-
tions either of fetching new  operands (or
storing results) or of performing operations
on these most recently named. An interme-
diate result is immediately reused (as in the
seventh step) or temporarily pushed "below
the surface,"” as when the product A.B is
superseded by the fetching from store of C.

A mechanical analogue of such a system
is shown in Figure 1. It consists of a maga-
zine, spring loaded to maintain the contents
at the top, with only one point of entry and
exit. Objects stored can therefore only enter
and leave on a "last in, first out'" basis.

The electronic equivalent is shown in Fig-
ure 2. There are n separate registers, each
capable of accommodating one machine word,
and corresponding bit positions of each reg-
ister are connected so that the assembly can
also be treated as a number of n-bit reversi-
ble shifting registers. Information can be
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Figure 1

transferred to the top register N1 from a
conventional main store buffer register (a
parallel machine is assumed), and simulta-
neously with any such transfer a shift pulse
causes a downward shift of any existing in-
formation. Thus the new word appears in
N1, the previous content of N1 in N2, etc.
This process is called "nesting down." Re-
versal of the process causes 'nesting up"
withtransfer of the content of N1 towards the
main store. "Nesting up'’and "nesting down'
can occur in any sequence, provided, of
course, that not more than n words are in the
store at any time.

Associated with the top two registers is a
"mill" or arithmetic unit [8]. Serial transfers
to and from the mill are shown for clarity,
but in a fast machine parallel working is
again used.

To allow the evaluation of a formula such
as the simple one of section 2, the mill must
be made capable of the two arithmetic opera-
tions needed. One of these is addition,and at
this point it must be noted that in general no
operand is considered as necessary after be-
ing used by the mill. The operation '"add"
therefore uses the words in N1 and N2, and
places the sum back in N1. Since N2 is now
unoccupied, "nesting up'" occurs, the content
of N3 moving to N2, etc.

The natural effect of most of the conven-
tional arithmetic operations cannow be visu-
alized. Thus, "multiply" produces a double-
length product in N1 and N2 (the more
significant half in N1 for obvious reasons).
No nesting is involved in this operation, but
the more elaborate "multiply and round"
produces a single length result in N1 and
therefore requires nesting up.

Two important points emerge at this
stage. The first is that an operation se-
quence written as

YA, YB, x, YC, YD, X, +, = YE

evaluates the formula given earlier (YA is
to be interpreted as 'fetch from the main
store address containing A intoN1,"and = YE
as a converse operation). This sequence is
the one involving a reduction to a minimum
number of main store operations.

The second important point is that arith-
metic operations have implied addresses, so
that only the function need be specified. On
the other hand, all instructions referring to
a main store address require many bits for
this purpose unless flexibility and conven-
ience are sacrificed by addressing relative
to a local datum.

Variable Length Instructions

It is clearly advantageousto economize in
instruction storage space, and hence, for
reasons stated above, to allow instructions
to vary in length according to their function
and the additional information they require.
Obviously any instruction must carry within
itself a definition of the number of bits in-
cluded in it. Analysis shows that complete
variability is unprofitable (as well as com-
plicating the hardware), since five bits would
be needed to specify the length. Three possi-
ble lengths of 8, 16 and 24 bits are therefore
made available, including in each case bits
to designate length. In connection with in-
struction length, a unit of eight bits is re-
ferred to as a "'syllable." Most arithmetic
operations are therefore one-syllable in-
structions; memory fetch and store opera-
tions together with jumps arethree-syllable,
while two-syllable instructions include a
number requiring parameters of less length
than memory addresses (shift instructions,
input/output instructions, etc.).

The word length of the computer is 48 bits,
and this is the smallest unit in which infor-
mation canbe extracted from the main store.
Instructions - are stored continuously and
obeyed serially; i.e., the store area con-
cerned is regarded as a continuous series of
eight-bit syllables, rather than of 48-bit
words, and two or three-syllable instruc-
tions may overlap from one word tothe next.
Associated with the main control there is
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therefore a two-word register. This at any
time holds the word containing the current
instruction together with that from the next
higher main store position (if the current in-
struction overlaps a word boundary both
words are of course in use). As soon as all
syllables in one word have been used, this
word is replaced at the first available main
store cycle by a further word in sequence
from the main store.

Because of the economy in instruction
storage space achieved by these means, it is
frequently possible tocontain important inner
program loops in two words of instructions.
Provision is made to mark such loops by a
special jump instruction, whose effect is to
inhibit the extraction of a new instruction
word until the condition for leaving the loop
is satisfied. This saves two main store
cycles (12 microseconds) for extracting in-
struction words on every circuit of the loop,
and incidentally saves a syllable since again
no main store address needs specifying com-
pletely.

Some additional complexity arises due to
the separation of control into two parts, one
associated primarily with arithmetic opera-
tions (known as '""Mill Control')and the other,
which runs normally at least one instruction
in advance, controlling most other internal
operations and in particular controlling ac-
cess to the main store (this is called '"Main
Control"). The object of this is, of course,
to increase effective speed by allowing, for
example, a new instruction word to be ex-
tracted while an arithmetic operation pro-
ceeds inthe nesting store. Such overlaps are
completely automatic and no special actions
are required of the programmer,

Further Consideration of
Nesting Store

At this stage it is convenient to examine
the nesting store and the consequence of its
use in a little more detail.

It should first be stated that the represen-
tation of Figure 2 while possible is uneco-
nomic if more than a two or three words of
storage capacity are required. Examination
of a large number of programmes shows that
only occasionally is storage for more than
about eight words needed in the evaluation of
an expression, and that a sixteen word limit
to capacity will cause inconvenience only on
very rare occasions.
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A set of 16 registers of 48 bits each is an
expensive assemblage and it is natural to
examine the possibility of using core storage
in some form. The use of a core store for
all positions carries penalties in speed of
operation (this remains true as long as the
speed is similar to the main store speed),
and a satisfactory solution is reached by the
use of the configuration shown in Figure 3.

The top three registers are now conven-
tional flip-flop registers,and a 16-word core
plane makes up the remainder of the store.
This gives a total of 19 words which is ad-
vantageous for reasons shown below. The
flip-flop registers are inter-connected by a
number of gated transfer paths (each for
parallel transfer of 48 bit words) which also
include transfers to and from the arithmetic
unit. Anunconventional transformer coupling
system allows these paths to be provided
economically while permitting the transfer
of a word between any two registers in under
half a microsecond. Below the registers the
core store operates in a manner differing in
form but identicalin principle with the lower
registers of Figure 2. No shifting of words
between store positions occurs as nesting up
or down is called. Instead successive posi-
tions are emptied or filled by successively
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addressing levels in the plane. Suppose, for
instance, that the whole system is empty, and
successive words are fed into N1 (by a series
of main store fetch instructions). The trans-
fer paths between N1,N2,N3 and the mill are
gated as required by control.

The only complication arising here isthat
the transfer system does not allow N2, for
example, to send to N3 in the same half
microsecond period in which it receives from
N1. The two buffer registers of the mill are
therefore used, and the transfers are, in the
first half microsecond, N1 to Bl and N2 to
B2.

The write address counter is at zero and
the read counter at 15 for a reason whichwill
appear shortly. In the first half microsecond
N3 is also allowed to set up bias currents in
the vertical core lines where digits are to be
written.

The next half microsecond sees the word
in N3 written into the top core plane position
by operation of the write drive, and the sub-
sequent period covers the operations needed
to complete the first fetch. These are main
store to N1, B1 to N2, and B2 to N3. Simul-
taneously the read and write address counters
are advanced by one to zero and one respec-
tively.

A second and third fetch may now be exe-
cuted in exactly the same way, but, as the
system was assumed empty originally, blanks
(as distinct from data zeroes) are written

into levels 0, 1, 2 of the core plane, leaving
the cores cleared. Only on the fourth and
subsequent fetches does a genuine word ap-
pear in level 3.

Continuation of these operations will on
the sixteenth occasion fill the lowest level of
the core plane,and the write counter has now
carried round to address zero whilethe read
counter is at 15. The programme is inter-
rupted if further entries are attempted (ex-
cept under circumstances mentioned in
a later section).

It will have been noted that the read coun~
ter is always one position behind the write
counter, so that if a nesting down operation
is followed by nesting up, the read drive is
used andno correction is needed tothe coun-
ter position in order to read out the last word
inserted.

Note also that all operations are either to
read out, leaving a clear storage position, or
to write into an already clear position. The
normal read/write cycle is therefore unnec-
essary and would be wasteful of time.

Special Nesting Store Instructions

The simple example given earlier illus-
trates the general nature of the instructions
provided. It is soon discovered, however,
that a few instructions are desirable which
have no real counterpart in more conventional
systems,

Straightforward evaluation of an expres-
sion in algebraic form will usually produce
the desired result without special manipula-
tion. Occasionally it will be found that two
operands, for example prior to a division,are
inreverse order. Aninstruction "/REVERSE"
has the effect of interchanging the contents
of N1 and N2,

The instruction '"DUPLICATE,"” which
nests down and leaves a copy of N1 in both
N1 and N2 has many uses. Followed by
MULTIPLY it producesthe square of N1,and
it also allows an operand shortly to be lost
in some other operation to be preserved for
later use without requiring a main store ref-
erence.

Instructions ZERO and ERASE bring an
all zero word into N1, nesting down, and
erase N1, nesting up, respectively.

Many instructions are also available in
double-length form. Thus double length ad-
dition (mnemonic +D) treats N1 and N2 as
one 96 bit number, and N3, N4 as a second.
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It produces a double-length sum in N1, N2,
nesting up two places.

Single and double precision floating point
representation is also permitted, the corre-
sponding mnemonic forms for addition being
+F and +DF.

With these instructions it is possible to
introduce an example showing the power of
the system and incidentally the speed and the
economy in instruction storage space.

The exampleto be given is perhaps some-
what artificial, but it has been selected to
illustrate not only the essential simplicity of
evaluation of any expression from an alge-
braic statement, but to illustrate also that
even in a sophisticated system there is scope
for an occasional elegant twist. The formula
to be evaluated is

a@bi+l)

f =
b + 2¢? d?

where a, b, ¢, d are single length fixed point
numbers stored at Ya, Yb, Yc, Yd, non-
adjacent addresses in the main store.

The table shows the successive steps in
the calculation, together with the contents
after each step of the top few cells of the
nesting store.

The following points should be noted:

(a) Again main store references are re-
duced to the minimum practicable.

(b) A count shows that only 30 syllables,
or five instruction words, are used (there
are no two-syllable instructions in this par-
ticular example).

(c) It is advantageous to evaluate the nu-
merator in expanded form in this particular
case.

(d) The use of DOUBLE DUPLICATE at
step three neatly anticipates future require-
ments for the parameters. An automatically
programmed version would fetch these pa-
rameters again or could perhaps use a less
satisfactory temporary storage process to
avoid this.

The complete evaluation on KDF.9 takes
less than 170 microseconds.

It is interesting and instructive to com-
pare this performance with that of a conven-
tional one or three-address machine. The
same actual arithmetic and main store
speeds, and a single accumulator only for
the one-address machine are assumed. It is
also assumed that instructions are packed
two to a word for the single address system

and one to a word for the three address
type.

The single-address programme then oc-
cupies eight words of storageand takes about
250 microseconds (increases of 50% in both
factors). A three-address system uses 9
words of storage and takes 340 microseconds.

This example requires few operations of
a "housekeeping' nature and the savings aris-
ing from use of a nesting store are less
prominent than is frequently the case. On
the other hand, it is also possible to find
cases where there is little difference be-
tween the various systems.

The very poor relative speed of the three-
address machine is accentuated because of
the assumption of the same basic internal
speeds as for KDF.9 (typically 6 micro-
second store cycle, 15 microsecond multi-
plication). It is, however, true that these
represent speeds attainable at corresponding
levels of economy. A substantially faster
store with 1 microsecond cycle time could be
used, at a significant cost penalty, and would
bring down the problem time to around 160
microseconds. There is, of course, no cor-
responding saving in storage space.

Treatment of Sub-Routines

It will have been observed that in the ex-
ample above the condition of the nesting store
at the end was identical with thatat the start,
A system of preparing sub-routines can be
based onthis fact. At any stagein a program
there may be information in one or more
cells of the nesting store. At this point the
parameters required by the sub-routine must
be planted by the main program (or of course
by a lower order sub-routine). A note must
also be made of the next instruction in the
program for re-entry purposes. These two
points will be considered separately.

Just as an instruction such as MULTIPLY
expects to find operands in the top cells of
the nesting store and terminates leaving the
product in place of the operands (nesting as
necessary), so a sub-routine can also be ar-
ranged to function. It then becomes in effect
a machine instruction in that it does not in-
fluence the nesting store contents below the
level of the operands made ready for it.

It will also be obvious, as soon as multi-
level sub-routines are considered, that the
operations involved in storing the return
instruction address for use after each
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Table 1

OPERATION N1 N2 N3 N4 N5
FETCH b - - - -
FETCH a - - -
DOUBLE DUP. a a b -
DUPLICATE a b a b
MULTIPLY a2 a b -
MULTIPLY a2b b - -
DUPLICATE a2b a2 b a b -
MULTIPLY a4 b2 b - -
ADD a4b2 +a - - -
REVERSE b NUM - - -
FETCH d d NUM - -
FETCH c c b NUM -
MULTIPLY cd NUM - -
DUPLICATE cd cd b NUM -
MULTIPLY c2 d2 NUM - -
DUPLICATE c2 g2 c2 g2 b NUM -
ADD 2¢2 d2 NUM - =
ADD DENOM NUM - - -
DIVIDE ; NUM -1 - - - -

DENOM

STORE - - - -

sub-routine in turn are again of a last in,
first out nature. Another nesting store is
therefore provided for this purpose, but there
is here, of course, no necessity for a number
of inter-connected registers or any arith-
metic facility. This "sub-routine jump nest-
ing store' (S.J.N.S.) therefore has one regis-
ter as its most accessible cell, with again a
sixteen-word core plane below. As in the
case of the main nesting store, only a total

of 16 words, not 17 as might have been ex-
pected in this case, are available. Since one
is reserved for a special purpose (see be-
low), only 15 may be used by the program-
mer.

The instruction "Jumpto Sub-routine' has
the effect of planting its own address in the
top cell of S.J.N.S. and of causing an uncon-
ditional jump to the entry point of the re-
quired sub-routine. It will be noted that
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S.J.N.S. must receive not only the word ad-
dress but also the syllabic address of the
return point.

Any sub-routine is terminated by one of
the variants of the basic EXIT instruction,
which transfers control to the instruction
whose address is in the top cell of S.J.N.S.
(nesting it up one cell). These variants
augment this address by wunits of three
syllables before performing the basic EXIT
operation, and thus return control to the in-
struction immediately following the "Jump to
sub-routine'" instruction (itself three sylla-
bles long) or to one of the succeeding three-
syllable instructions. These are usually a
string of unconditional jump instructions,
corresponding to failure exits or multiple
exit points preceding the normal return in-
struction.

The Q-Stores

The computer organization is completed
by addition of a further set of storage regis-
ters (not of nesting type) known as the Q-
stores, and by provision of an input/output
system,

The first of these features is based on
conventional practices, and will be treated
briefly. A set of fifteen registers (formally
16, one of which is identically zero) is used
for address modification, counting and a num-
ber of other purposes. Each register is a
full 48-bit word, but for address modification
is considered as having three 16-bit inde-
pendent sections for modifier, increment and
counter.

Any main store reference has associated
with it a Q-store number (or an implied QO),
and refers to the address specified, aug-
mented by the content of the modifier section.
If the letter Q isadded tothe mnemonic form
of the -instruction then after the address has
been calculated the modifier is changed by
addition of the increment and the counter is
reduced by one. Jump instructions testing
the counters are, of course, provided.

The Q-stores may also be used if desired
as 48-bit registers, or as independent 16-bit
registers, in each case with accumulative or
direct input. The "counter' part of any Q-
store may be usedto hold the amount of shift
(positive or negative) in shift instructions.
There are sufficient facilities of this kind in
the machine to remove the need for any kind
of programmed instruction modification.

The other main use of the Q-stores is in
connection with input/output operations, out-
lined in the next section.

Input/Output Operations

Provision is made for use of the normal
peripheral devices, each one operating com-
pletely autonomously and simultaneously with
other peripherals and with computer opera-
tions. Inthe standard system upto 16 periph-
eral devices, with a total transfer rate in
excess of a million characters per second,
may be handled.

To call any peripheral transfer, an in-
struction specifies the nature of the opera-
tion, referring alsoto a Q-store in which the
other required parameters have been planted.
These are the device number, and the limit-
ing addresses of the main store area con-
cerned, since peripheral transfers are of
variable length. ‘

Assuming that the device isavailable (i.e.,
not already busy), a check is now carried out
by the input/output control system that the
main store area specified does not overlap
that involved in any peripheral transfer al-
ready in progress. The parameters are re-
stored within the control, so that the Q-store
register is freed for further use by the pro-
gram.

The transfer now proceeds in a manner
which, for economic reasons, differs depend-
ing on whether the device concerned is fast
(magnetic tape, for example) or slow (punched
card or paper tape, etc.).

In the case of the former, six-bit charac-
ters are assembled (taking a read operation
by way of illustration) into machine words.
When a word is complete, it is placed in a
single word buffer and a signal to the main
control system seizes a store cycle as soon
as possible to transfer the word into store.
Such calls have priority on the time of the
main store, but any one peripheral device
may have to wait until other devices have
been dealt with.

Since such a buffering system uses a sub-
stantial quantity of equipment, more eco-
nomical procedures are adopted for the
slower devices. A common unit is shared by
all these, and no assembly into words takes
place outside the main store. Instead, as
any device has a character ready, the re-
quired main store word is extracted, the
character inserted in the next character
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location and the word is returned to
store.

This processis somewhat prodigal of main
store time, but the penalty of handling devices
with character rates up to a few kilocycles
per second in this way is quite negligible.

An attempt by the computer to make use
of a peripheral device or any part of a main
store area concerned in an uncompleted pe-
ripheral transfer results in a 'lock-out."
The programme operation is interrupted until
the prior operation is completed. The user
is thusfreed from any obligationto check and
guard in his program against such conflicting
operations.

KDF.9 "User Code'"

Up to this point it has been implied that
programs are written directly in machine
code, albeit in mnemonic form. A very sim-
ple compiler routine can clearly translate
the mnemonics into instructions. This would,
however, leave the programmer with certain
tedious tasks, suchas calculation of addresses
for jump instructions. The syllabic instruc-
tion form increases this problem.

The opportunity is therefore taken to in-
corporate in the compiler a number of addi-
tional features to eliminate such difficulties.
One or two specific facilities will be men-
tioned.

The mnemonic code handled by the com-
piler is called '"User Code'" and has the fol-
lowing important characteristic: every User
Code instruction is either a directive to the
compiler, not appearing explicitly inthe com-
piled version of the program, or is compiled
into one machine instruction proper. Thus
there areno macro-instructions in User Code
which become sequences of instructions in
basic machine code, the correspondence be-
tween User Code and machine code instruc-
tions being essentially one to one.

Calculation of jump addresses is handled
by the compiler, the user beingrequired only
to labelthe entry point with an arbitrary ref-
erence number and to specify '"jump to ref-
erencenumber. .. if..." (for example JrCqZ
is the mnemonic meaning ""jump to reference
r if the counter section of Q-store qis zero").

Further elaboration of thisprocess allows
a similar labelling of sub-routines. When it
encounters an instruction JSLi, the compiler
ensures that a copy of the library sub-routine
i will be made from the library tape and

incorporated into the program. It also writes
the appropriate entry address into the jump
instruction in the main program.

It will be remembered that in section 3
an instruction YA was used asa mnemonic for
"Fetch into N1 the word in main store ad-
dress A." It is clearly, possible for the pro-
grammer to treat as his data store a con-
tinuous main store area to be addressed as
Y0, Y1, etc. The compiler is again used to
convert these relative addresses to absolute
addresses, allocating as the starting point
the first word available after assembly of
the programme.

An obvious extension is to allow the pro-
grammer to use a number of groups des-
ignated YA, YB, etc., each having an area
commencing at zero. Thus YAQ, YB75 are
permissible addresses.

Other areas of store are similarly al-
located by the compiler. Constants appear
to the user as a set of stores known as V-
stores. To incorporate a required constant
for a program requires only the user code
statement that, for example, V27 = ¥3.14159.
This has the effect of converting the numeric
value in standard floating binary form and
allocating a store word toit. Any subsequent
program reference to V27 fetches this con-
stant into the nesting store. ,

Similarly the programmer can refer to
main store areas reserved by the compiler
for working store (storage of intermediate
results or data). Exactly as for Y and V
stores these are referred to with prefix W.

When the compilation is performed, the
resultant program commences withthe tran-
scribed main program, followed by any sub-
routines used. Areas for V and W stores
(and for other functions of this type) are pro-
vided up to the highest numbered of each type
in the original program. Finallythe remain-
ing area becomes the Y store area, thus al-
lowing maximum generality.

Clearly it is possible to prepare special
versions of the compiler with any degree of
elaboration or desired characteristics. The
incorporation of a routine for conversion of
constants (which may be expressed in a num-
ber of ways) is a requirement for all uses,
but it is evident that the principle can be ex-
tended as desired.

Thus the standard compiler, which is ap-
propriate for preparation of programs for a
variety of applications, may be supplemented
by additional special purpose compilers.
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Interruption and the Use of a
Director Routine

KDF.9, like other computers of its gen-
eration, hasbuilt-ininterrupt facilities. Spe-
cifically, this meansthat at virtually anytime
the normal sequence of instructions may be
suspended and control transferred to a fixed
address (syllable 0 of word O for obvious
practical reasons). Such atransfer of control
is called anInterruption. It is arbitrary only
in the sense that it is generally outside the
controlof the programmer. It willtake place
only when one of a certain number of quite
clearly defined situations arises in the ma-
chine. When an Interruption occurs, the in-
terrupted program isleft in such a state that
it may be subsequently resumed and will then
continue exactly as if nothing had happened -
unless the reason for the interruption was
some obvious abuse by the program of the
facilities of the machine.

The purpose of the Interruption facility is
to make "Time-sharing'’ possible. Here it is
necessary to distinguish between ''parallel
operation’ and "time-sharing."” The former
implies that the machine is doing more than
one operation at a particular moment. On
KDF.9 such occasions include the ability of
one or more peripheral transfer operations
to proceed at the same time as computation
as long as no lock-out violation occurs (see
above). If such a violation does occur, a
transfer of control is necessary in order to
enter some other sequence of instructions
which can proceed unaffected bythe lock-out.

This switch of control is automatic, and
so implies the necessity of interruption, in
order that the programmer shall not be re-
quired to anticipate and take actionover lock-
out violations. The abilityto switch from one
instruction sequence to another is called
"Time-sharing"; it will be evident that time-
sharing and parallel operation go hand-in-
hand, the former enabling the most efficient
use to be made of the latter.

There aretwo versions of the KDF.9 sys-
tem. One of them has an elaborate time
sharing facility which enables up to four in-
dependent programs to be stored within the
machine at once (together with a supervisory
program or '"Director'). They areobeyed on
a time-shared priority basis - that is, each
programis allocated a priority,and the hard-
ware and the supervisory program together
ensure that the program of highest priority

is always operating subject only to peripheral
lockout conditions.

The other version of the KDF.9 system
only permits one program to be stored, in
addition to a supervisory program. This
version can be converted to "Full Time-
sharing' by addition of equipment. The extra
equipment includes:

(a) Extra core planes which enable each
program to have its own Nesting Store, Sub-
routine Jump Nesting Store and Q-Store. To
switch Nesting Stores, for instance, it is nec-
essary only to nestdown three places, so that
the entire contents of the nesting store are
in the bottom sixteen cells. These are all
in the core plane, which can then be discon-
nected from the top registers and replaced
by another core plane. This is a very satis-
factory compromise between loss of time
during changeover and volume of extra equip-
ment required.

(b) A register corresponding to each
priority level, which is set whenever that
program is held up by a peripheral lock-out
and which recordsthe details of the lock-out.
Interruptions are caused whenever a hold-up
occurs and also whenever a lock-out is
cleared which was holding up a program of
higher priority than the one currently op-
erating. For this purpose a register noting
the current priority level is also necessary.

Features common to both types of ma-
chine provide for relative addressing and for
address checking. The relative addressing
feature causes the contents of a "Base Ad-
dress'' register to be added toany main store
address used by a program before access to
the main store is made. This allows pro-
grams to be coded always as if stored at
location 0 onwards, but to be stored and
obeyed in any segment of the store.

The address checking actually precedes
augmentation of the relative address by the
base address, and includes a check that the
relative address is not negative and does not
exceed the size of the store area allocated
to that particular program. (Core storage
allocation is completely flexible and is in the
hands of the supervisoryprogram. Programs
may be moved about bodily in the store and
may have their priorities interchanged).

If a program tries to go outside its allo-
cated storage area a '"Lock-in Violation' is
said to have occurred, and an interruption
follows. The same thing happens if a pro-
gram tries to use a peripheral device which
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has not been allocated to it - a register of
currently allocated peripheraldevices is au-
tomatically referred to every time a periph-
eral transfer is called.

In addition, interruption will occur if an
ordinary program tries to use one of a num-
ber of instructions which are reserved for
use by the Director. Such instructions pro-
vide access to the various hidden registers
concerned with the interruption facilities.

The over-riding objectiveis to ensure that
noprogram iscapable ofdoing anything which
can upset the operation of any other.

Other interruptions canbe instigated by the
machine operator, in order to allow input of
control messages on the console typewriter.
The program itself may alsoinclude instruc-
tions which cause entry to the Director in
order, for example, to ask for allocation of
peripheral units.

One other reasonfor interruption, of par-
ticular significance, is that which occurs
whenever a peripheral transfer called by the
Director itself comesto anend. This enables
a certain amount of 'programmed time-
sharing' withinthe Director. There are many
interesting and valuable possibilities. Thus,
the feature is used to allow programsto out-
put "lines of print" which the Director can
send direct to aprinter or to a magnetic tape
for subsequent off or on-line printing - the
latter again Director controlled. This allows
standard programs to be written so as to be
capable of running on systems having different
output device configurations.

The only limitation onthe facilities offered
by such supervisory routines lies in the size
of program which can be allowed without re-
stricting the "main program' unduly. It is
therefore expected that in addition to the
"standard Directors''a number of others will
appear for various ranges of use.

Any Director must satisfy a number of re-
quirements. It will be stored throughout nor-
mal operation of the machine in word 0 on-
wards of the main store and will be entered
at this point by any interruption. On each
such entry, it must:

(a) preserve, as far as is necessary, the
state of the interrupted program;

(b) discover the reason for interruption
and take appropriate action;

(c) return to program.

These requirements will be considered in
turn.

(a) This involves very little work on the
Director's part. The address to which con-
trol must be returned when the program is
resumed is automatically planted in the
S.J.N.S. by the interruption process. This
makes use of one of the "spare' cells of this
store, leaving one for use by the Director it-
self.

Similarly the Director makes use of the
three spare cells of the Nesting Store and
therefore does not have to do anything to
preserve the sixteen cells used by programs.
It must, however, store away the contents of
any Q-stores which it is going to use itself
(usually three) and of two special registers
provided to record arithmetic overflow and
peripheral device states.

(b) The Director hasaccess to a '"Reason
for Interrupt’ register, different digits of
which are used to indicate the different rea-
sons. It is,in fact,the setting and subsequent
detection of non-zero bits in this register,
as various situations arise, which triggers
off the interruption sequence. Once inter-
ruption has occurred it cannot occur again
until control has been returned to program,;
however, digits corresponding to reasons for
interruption may appear in the register at
any time (they are cleared outas soon as the
register is read by the Director).

(c) In the case of a KDF.9 system with
full time-sharing facilities, this requires the
Director first to determine the priority level
to which control will be returned, and then to
arrange for connection of the appropriate
Nesting Stores, etc.

On any machine, the Director must also
restore any Q-stores which were temporarily
parked away, and must reset the two special
registers mentioned in (a) above. The Base
Address register, which was at zero while
the Director was in operation, must then be
set before finally using a special version of
the EXIT instruction to return to the main
program (this special instruction removes
the inhibition preventing interruption while
the Director operates).

CONCLUSIONS

In the space available it has been possible
only to outline some of the distinctive fea-
tures of the KDF.9 system. Many of these
arise from the novel arrangement of working
registers, whereas others are unspectacular
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in terms of hardware but are the product of
close investigation of operational needs. No
attempt has been made to catalogue the per-
formance factors of the KDF.9 system or
even to include a specification. It is, how-
ever, confidently anticipated that it may point
the way to even more striking improvements
in the ratio of performance to cost.

Apart from the standard versions of the
Director already mentioned, efficient use
of a system of the proper KDF.9 pre-
supposes the availability of an adequate
"software package.' Prominent among the
individual items associated with the system
are the following:

(a) Afast-compiling 'load and go' ALGOL
Compiler [9].

(b) A fast object-program ALGOL trans-
lator [10, 11].

(¢) ALGOL programtesting and operating
systems.

(d) An ALGOL procedure library.

(e) Translators for FORTRAN, COBOL
and other languages.

Detailed descriptions of some of these
items appear elsewhere.
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A COMMON LANGUAGE FOR HARDWARE,
SOFTWARE, AND APPLICATIONS

Kenneth E. Ivevson
Thomas J. Watson Reseavch Centev, IBM
Yorktouwn Heights, New York

INTRODUCTION

Algorithms commonly used in automatic
data processing are, when considered in
terms of the sequence of individual physical
operations actually executed, incredibly com-
plex. Such algorithms are normally made
amenable to human comprehension and anal-
ysis by expressing them in a more compact
and abstract form which suppresses sys-
tematic detail. This suppression of detail
commonly occurs in several fairly well de-
fined stages, providing a hierarchy of dis-
tinctdescriptions of the algorithm at different
levels of detail. For example, an algorithm
expressed in the FORTRAN language may be
transformedby a compiler to a machine code
description at a greater level of detail which
is in turn transformed by the "hardware' of
the computer into the detailed algorithm ac-
tually executed.

Distinct and independent languages have
commonly been developed for the various
levels used. For example, the operations
and syntax of the FORTRAN language show
little semblance to the operations and syntax
of the computer code into which it is trans-
lated, and neither FORTRAN nor the machine
language resemble the circuit diagrams and
other descriptors of the processes eventually
executed by the machine. There are, never-
theless, compelling reasons for attempting
to use a single "universal' language appli-
cable to all levels, or at least a single core
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language which may be slightly augmented in
different ways at the various levels.

First, it is difficult, and perhaps undesir-
able, to make a precise separation into a
small number of levels. For example, the
programmer or. analyst operating at the
highest (least detailed) level, may find it
convenient or necessary to revert to a lower
level to attain greater efficiency in eventual
execution or to employ convenient operations
not available at the higher level. Program-
ming languages such as FORTRAN commonly
permit the use of lower levels, frequently of
a lower level "assembly language' and of the
underlying machine language. However, the
employment of disparate languages on the
various levels clearly complicates their use
in this manner.

Second, it is not even possible to make a
clear separation of level between the software
(metaprograms which transform the higher
level algorithms) and the hardware, since the
hardware circuits mayincorporate permanent
or semipermanent memory which determines
its action and hence the computer language.
If this special memory can itself be changed
by the execution of a program, its action may
be considered that of software, but if the
memory is "read-only' its action is that of
hardware--leaving a rather tenuous distinc-
tion between software and hardware which is
likely to be further blurred in the future.

Finally, in the design of a data processing
system it is imperative to maintain close
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communication between the programmers
(i.e., the ultimate users), the software de-
signers, and the hardware designers, not to
mention the communication required among
the various groups within any one of these
levels. In particular, it is desirable to be
able to describe the metaprograms of the
software and the microprograms of the hard-
ware in acommon language accessible to all.

The language presented in Reference 1
shows promise as a universal language, and
the present paper is devoted to illustrating its
use at a variety of levels, from micro-
programs, through metaprograms, to "ap-
plications' programs in a variety of areas.
To keep the treatment within reasonable
bounds, much of the illustration will be
limited to reference to other published
material. For the same reason the pre-
sentation of the language itself will be
limited toa summary of that portion required
for microprogramming (Table 1), augmented
by brief definitions of further operations as
required.

MICROPROGRAMS

In the so-called "systems design” of a
computer it is perhaps best to describe the
computer at a level suited to the machine
language programmer. This type of descrip-
tion has been explored in detail for a single
machine (the IBM 7090) in Reference 1, and
more briefly in Reference 2. Attention will
therefore be restricted to problems of de-
scription on a more detailed level, to spe-
cialized equipment such as associative mem-
ory, and to the practical problem of keying
and printing microprograms which arise from
their use in design automation and simulation.

The need for extending the detail in a
microprogram may arise from restrictions
on the operations permitted (e.g., logical o7
and negation, but not and), from restrictions
on the data paths provided, and from a need
to specify the overall ''control'" circuits
which (by controlling the data paths) deter-
mine the sequence in the microprogram, to
name but a few. For example, the basic "in-
struction fetch" operation of fetching from a
memory (i.e., a logical matrix) M the word
(i.e., row) M* selected according to the base
two value of the instruction location register
s (that is, £ = Ls), and transferring it to the
command register ¢, may be described as

c — M=,
Suppose, however, that the base two value
operation (i.e., address decoding) is not pro-
vided on the register s directly, but only on
a special register g to which s may be trans-
ferred. The fetch then becomes

a(——

%)

¢ - MJ._Q.
Suppose, moreover, that all communication
with memory must pass through a buffer
register b, that each transfer out of a mem-
ory word M* is accompaniedby a subsequent
reset to zero of that word (that is, M* — €),
that every transfer from a register (or word
of memory) x to a register (or word of mem-
ory) y must be of the form

ye-xvy,

and that any register may be reset to zero,
then the instruction fetch becomes

1 a<¢€

2 a— sva

3 be-e€

4 b M-evp

5 __.Lg(_g }
6 Mlée_gv_-l-é
T c— €

8 c—bve.

In this final form, the successive state-
ments correspond directly (except for the
bracketed pair 4 and 5 which together com-
prise an indivisible operation) to individual
register-to-register transfers. Each state-
ment can, in fact, be taken as the '"name'" of
the corresponding set of data gates, and the
overall control circuits need only cycle
through a set of states which activate the
data gates in the sequence indicated.

The sequence indicated in a microprogram
such as the above is more restrictive than
necessaryand certain of the statements (such
as 1 and 3 or 6 and 7) could be executed
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concurrently without altering the overall
result. Such overlapping is normally em-
ployed to increase the speed of execution of
microprograms. The corresponding relaxa-
tion of sequence constraints complicates their
specification, e.g., execution of statement &
might be permitted to begin as soon as state-
ments 2, ¢ and j were completed. Senzig
(Reference 3) proposes some useful tech-
niques and conventions for this purpose.

The "tag" portion of an associative mem-
ory can, as shown in Reference 2, be char-
acterized as a memory M, an argument vec-
tor x, and a sense vector s related by the
expression

n>

S
=

§=

or by the euivalent expression

vV —
=X,

=

§=

obtained by applying De Morgan's law. Falkoff
(Reference 4) has used microprograms of the
type discussed here in a systematic explora-
tion of schemes for the realization of asso-
ciagtive memories for a variety of functions
including exact match,largest tag, and near-
est larger tag.

Because the symbols used in the language
have been chosen for their mnemonic prop-
erties rather than for compatibility with the
character sets of existing keyboards and
printers, transliteration is required in en-
tering microprograms into a computer, per-
haps for processing by a simulation or design
automation metaprogram. For that portion
of the language which is required in micro-
programming, Reference 5 provides a simple
and mnemonic solution of the transliteration
problem. It is based upon a two-character
representation of each symbol in which the
second character needbe specifiedbut rarely.
Moreover, it provides a simple representa-
tion of the index structure (permitting sub-
scripts and superscripts to an arbitrary
number of levels) based upon a Lukasiewicz
or parenthesis-free representation of the
corresponding tree.

METAPROGRAMS

Just as a microprogram description of a
computer (couched at a suitable level) can
provide a clear specification of the corre-
sponding computer language, so can a program
description of a compiler or other meta-
program give a clear specification of the

""macro-language' which it accepts as input.
No complete description of a compiler ex-
pressed in the present language has been
published, but several aspects have been
treated. Brooks and Iverson (Chapter 8,
Reference 6) treat the SOAP assembler in
some detail, particularly the use of the open
addressing system and '"availability" indi-
cators in the construction and use of symbol
tables, and also treat the problem of gen-
erators. Reference 1 treats the analysis of
compound statements in compilers, includ-
ing the optimization of a parenthesis-free
statement and the translations between paren-
thesis and parenthesis-free forms. The latter
has also been treated (using an emasculated
form of the language) by Oettinger (Reference
7) and by Huzino (Reference 8); it will also
be used for illustration here.

Consider a vector ¢ representing a com-
pound statement in complete* parenthesis
form employing operators drawn from a set
p (e.g., p=H,%, -, +)). Then Program 1
shows an algorithm for translating any well-
formed statement ¢ into the equivalent state-
ment! inparenthesis-free (i.e., Lukasiewicz)
form.

Program 1 - The components of ¢ are
examined, and deleted from ¢, in order from
left to right (steps 4, 5). According to the
decisions on steps 6, 7, and 8T, each compo-
nent is discarded if it is a left parenthesis,
appended at the head of the resulting vector
1 if it is a variable (step 9), appended at the
head of the auxiliary stack vector s if it is
an operator (step 10), and initiates a transfer
of the leading component of the stack s to
the head of the result [ if it is a right paren-
thesis (steps 11, 12). The behavior is per-
haps best appreciated by tracing the program
for a given case,e.g., if ¢ = ([, [, x, +, ¥,], X,
[, p,+,a],), thenl = (X, +, q, p, +, 9, ).

APPLICATIONS

Areas in which the programming language
has been applied include search and sorting
procedures, symbolic logic, linear pro-
gramming, information retrieval, and music

#In complete parenthesis form all implied
parentheses are explicity included, e.g., the
statement ((x +y) X (p + q)) is represented
bY c= ([, [, X +, y’], X, [, p: +, q’]:])o

tA branch is followed if the relation with
which it is labelled holds between the quan-
tities separated by the colon, The relation
""e'" denotes set membership.



Table 1

Operation Notation Definition Examples
o Scalar a a=(3456,7, b=(8,9, ¢=(3,2,1)
P
E Vector a as= (30,31,.“,3‘}(3) _1) p=(,0,1,0,1), g=(1,0,1)
ﬁ 20 . 01 2 3 4
N - A" is i-th row vector 0o 1 1

i A A = (A,... A A= 1 B =
D Matrix A A (_0, —v(é)-l) A 2 3 4 5 P Lo 1
A)-1 A is j=
S é}.t(_) 2 is j=th column vector 2 3 4 5 6
N
B| Floor k-~ |x] k< x<k+l [3.14] =3, |-3.14]= -4
A
S | Ceiling k— [x] k> x>k-1 k,m,n, q All basic operations [3.14]=4, [-3.147=-3
1 integers are extended compo~
Cf Residue kK —m , n n= mq+k, nent -by ~component 7 ] 19 = 5, 7 ] 21=0, 7 I -3=4
mod m to vectors and ma-
[e] 0< k< m Ltrices, e.g.,
P zZ < x +
2l N w—uav w=1 iff u=1 and v=1 L 4
R ZTEXY
-— = i =1 =
?Or w—uVvyv w=1 iff u or v=1 W~UAY
-3 =1 iff u= -

é Negation W w ifu=0 ¥y (3>2)=0, (5#2)=1, (i=j)=5ijy
N s w = (xRy) w='1 iff x stands in _ : -
s Proposition relation R to y J (uf v) = exclusive~or of uand v, (u< v) = TA v.

Full vector W+ €(n) w, = 1 (All 1's) h e (5)=(1,1,1,1,1), €= zero vector
S .
Pf Unit vector W e_‘](n) w, = (i=j) (1 in position j) _5_0(5) =(1,0,0,0,0) , E_3 (5) = {(0,0,0,1,0)
E .
C| Prefix vector ‘l""EJ(n) !i = (i< j) {j leading 1's) Of dimension 53(5) =(1,1,1,0,0), 32 (4) = (1,1,0,0)
I . v(w) = n. The 3 . . . R
Al Suffix vector v_v‘-g"(n) w, = (i>n-j) (j final 1's) n may be w(5)=(0,0,1,1,1), J‘_‘{] = EJ , jt _J = 21
L . ' omitted if 5

Infix vector w—il 2’(n) See Rotation {j 1's after i 0's) clear from 2} a’(9) = (0,0,1,1,1,0,0,0,0)
A context o 1 6
‘R Interval vector E*—_“(n) &i =1+j (Integers from j) J & (3)=1(0,1,2), L (3) = (1,2,3), L (4= (=6, -5, -4, =3)
R -

s -— i 1 — - :

? Full matrix W = E(mxn) &j 3 (All 1's) of dimension E (mXxn) = zero matrix
s | 1dentity matrix | W~ I(mxn) E; = (i=j) (Diagonal 1's) gﬂmﬁggeg;ay be

suonyeo1ddy pue ‘oremijos ‘orempael I0j 93enSue] UOWWOD VY / ¥ZI



ZO™Ha@mt mn

Compression

Row compres -~
sion’

Column com-
pression

Mesh
Mask
Expansion

Catenation

z obtained from x by suppressing each x; for which u, = 0

Z1 - u/Xl

:J_/_z_=£and E/g_: y(Select in order from x or y as u,= Oorl)
u/i= u/iand E/E=E‘_/.Y (£i= x,ory, as u, = 0or 1)
ﬁ/iz -E'_and _/_z_= y (Mesh using zero vector for x)

s X

Eyix)-1" 2o L1 "-Xv(_z)-l)

z= Xy Xy»-

Pa= (3,57, Fas= (46, a/x= (g 20 x,)

01 2 3 4
p/A={ 1 3 5 |, q//A=

2 4 6

\b p, c\ =(3,8,2,9,1)

Extend to
matrices as

for compression

/a, p A%/ = (0,4,2,6,9
p\e = (3,0,2,0,1)

2a@b= (34567809 xoy=\x o ? y\

wgomzZ Pt EHQ®-E

Base 2 value

Left rotation
Right rotation
Reduction
Row reduction

Column reduc-
tion

Matrix product

Maximum
prefix

Maximum
suffix

Representa=-
tion

wa/y
w o/

z+ plx)

Value of u as a base 2 number

i

= U

z;=1U

.= | U,

-3 -J
;" ij' j=vix) [ Gi+k) Cyclic left (right) rotation of

z‘=x.,j=V(§_)l (i -K) ibykplaces

z= (...()_c_OO il)ofz)o"’oivul)

z. = 0/)_(i Q@ is any binary
* operator or re=
lation
zZ, = O/X.
) =

7i= xt > : N
Z; Ol/(‘_( ©, Xj),where ®,,®, ave binary operations

or relations

w is the maximum length prefix (suffix) in u

2z is the vector representation of the character x

la=35, le=2

1p= (3.5

1 Pp= 1,z 3)=_ol(3)

2ta=(56,7,34, 5ta=a

1‘E= (7,3, 4,5,6)

#p=3, X/c=6, A/p=0, /9= (170 F1)=(1#1)=0=2] +/g

/A= (10,15, 20), V/P= (1,1), #/P=(0,0)

/A= (3,6,9,12,15), ##//P) = 2

X i Y is ordinary matrix product, P ; A= /3’ 579,11
\2,4,6,8,10

c ¥ A=(4,10,16,22,28), Pa g= (0,1),
+
X

Y is ordinary scalar product, b § b=145

a/(1,1,0,1,0)=(1,1,0,0,0), »/(1,1,0,1,0)= (0,0, 0,0, 0),
a/p=1(1,0,0,0,0), w'p=1(0,0,0,0,1),
u/gJ = EJ, (i/a/(_)£=?_))? x = x left justified

In 7090 p(d) = (0,1,0,1,0,0), p(e)=(0,1,0,1,0,1)

In 8421 code, p(0)= (0,0,0,0), p(l)= (0,0,0,1)

Basic Operations for Microprogramming (selected from Iverson, A Programming Language, Wiley, 1962)

GZI / 2961 ‘@duarsjuo) xemdwio) JuUIOL (e —S3UIpaadod
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1 —>f [ — ¢ (0)

2 s — €(0)

3 > ) : 0 A

4 X< o

5 c — a'/c

6 - x|

7 x ] :

8 x:p €

9 l—x®1

10 S—x®s

11 15, ®1L ~<

12 — s — al/s
PROGRAM 1

Translation from complete parenthesis state-
ment ¢ to equivalent Lukasiewicz statement [

theory. The first two aretreated extensively
in Reference 1, and Reference 9 illustrates
the application to linear programming by a
13-step algorithm for the simplex method.
The areas of symbolic logic and matrix
algebra illustrate particularly the utility of
the formalism provided. Salton (Reference
10) has treated some aspects of information
retrieval, making particular use of the nota-
tion for trees. Kassler's use in music con-
cerns the analysis of Schoenberg's 12-tone
system of composition (Reference 11).

Three applications will be illustrated here:
search procedures, the relations among the
canonical forms of symbolic logic, and matrix
inversion.

Search Algorithms, Figure 1 shows search
programs and examples (taken from Refer-
ence 1) for five methods of ""hash addressing'
(cf. Peterson, Reference 12), wherein the
functional correspondent of an agrument x is
determined by using some key transformation
function { which maps each argument x into
an integer ¢ in the range of the indices of
some table (i.e., matrix) which contains the
arguments and their correspondents. The

key transformation ¢ is, in general, a many-
to-one function andthe index ¢ is merely used
as the starting point in searching the table
for the given argument x. Figure 1 is other-
wise self-explanatory. Method (e) is the
widely used open addressing system de-
scribed by Peterson (Reference 12).

Symbolic Logic. If x is a logical vector
and 7T is a logical matrix of dimension
2V(®)'X 1(x) such that the base two value of
T is i (that is, 1L T = .°(2V®)), then the
rows of T define the domain of the argument
x, and any logical function f(x) defined on x
can be completely specified by the intrinsic
vector i(f) such that 3 ;(f) = AT ).

Expansion of the expression p = T 2 %
shows that p is the vector of minterms in x,
and consequently

where v (f,v) denotes the characteristic vec-
tor of the function f in the disjunctive canon-
ical form. Formally, ¥(f,v) may be defined
by the relation

i) = v(f,v) X(2 2D, (1)
where T denotes the transpose of T. It is

easily shown that T 2 T is equal to the iden-
tity matrix, and hence that ¥(f,v) = £ (f).

In a similar manner, the expression for
the exclusive disjunctive canonical form may
be written (Reference 1, Chapter 7) as

i =204 2 @D, 2)

and the relation between the intrinsic vector
and the exclusive disjunctive characteristic
vector y(f, #) (first derived by Muller, Ref-
erence 14) is given directly by the square
matrix S =T { T. The properties of the
matrix S are easily derived from this for-
mulation. Moreover, the formal application
of De Morgan's laws to equations (1) and (2)
yields the two remaining canonical forms
directly (Reference 1, Chapter 7).

Matrix Invevsion. The method of matrix
inversion using Gauss-Jordan (complete)
elimination with pivoting and restricting the
total major storageto a single square matrix
augmented by one column (described in Ref-
erences 14 and 15) involves enough selection,
permutation, and decision type operations to
render its complete description by classical
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k = (Sunday, Monday, Tuesday, Wednesday, Thursday, 1 Friday 6 -
Friday, Saturday) 2 Sunday 1 — <+ H(zx)
3 F= | Tuesday 3 +
H(k;) =1 + (6|, n;), where 4 ° ° z . Fyf
5 o o
n = (19, 13, 20, 23, 20, 6, 19) 6 Wednesday 4 j—Fi
(n; is the rank in the alphabet of the first letter of k) i<0
1 Monday 2 .
z=(2,2,3,6, 3, 1, 2), where z; = t(k)), 2 V = | Thursday 5 — i:u® <__.|
3 Saturday 7 o
d=(1,2,36),ands =6. iit1 —l
z : Vit #
Data of examples Overflow ) )
(@) J< Vv, —>
1 Friday 6 o 1 Friday 6 o
2 Sunday 11 — () 2 Sunday 1 4 — i)
3 F = | Tuesday 3 2 i 3 Tuesday 35
4 ° o o Z 1z Fy 4 T = | Monday 2 7 1 i
5 ° o o ] Thursday 5§ o
6 Wednesday 4 o j <« Fi 6 Wednesday 4 o =1 5. Ti
canescay St }—> 7 Saturday 7 o '
i< Fg i« Ty
1 Monday 2 _
2 V= | Thursday 5 o «—] i:o Je Ty s
3 Saturday 7 o _
—{z V¢
Single table with chaining
Overflow with chaining iV ©
®) ‘
J< Vit —
1 Sunday 12 1 Friday 6 -
2 Monday 2 7 — i) 2 Sunday 1 — P—t(x)
3 Tuesday 35 3 Monday 2 _ )
4 T = | Wednesday 4 o iem; 4 T = | Tuesday 3 x . Tg
5 Thursday 5 o _ 5 Thursday 5 _
6 Friday 6 o i 6 Wednesday 4 ot Tyt
7 Saturda 7 o _ 7 Saturday 7 . .
y =1 x: Ty i~pTMhE+1)
m=(6,1,3,0,0,4) i« T4 T <z
j‘—Tzi 5 ) Ti<—kyzx
Single table with chaining and Open addressing system-
mapping vector construction and use of Jj T L >
table
(e)

Figure 1. Programs and examples for methods of scanning equivalence classes
defined by a l-origin key transformation ¢
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matrix notation rather awkward. Program 2
describes the entire process. The starred
statements perform the pivoting operations
and their omission leaves a valid program
without pivoting; exegesis of the program
will first be limited to the abbreviated pro-
gram without pivoting.

Progvam 2 - Step 1 initializes the coun-
ter k£ which limits (step 11) the number of
iterations and step 3 appends to the given
square matrix M a final column of the form
(1, 0, 0, ..., 0) which is excised (step 12)
only after completion of the main inversion
process. Step 7 divides the pivot (i.e., the
first) row by the pivot element, and step 8
subtracts from M the outer product of its
first row (except that the first element is
replaced by zero) with its first column.*
The result of steps 7 and 8 is to reduce the
first column of M to the form (1, 0, 0,..., 0)
as required in Jordan elimination.

1 — k< vM)
* 2 b= )
3 M—-M®Jd
* 4 G (@M )/ D)y
* 5 Py 0P
* 6 o' /M - wYM
7 M'— M+ Mie
8 Me—M-@ M) M
9 Me—er @ M)
* 10 p—11p
11 Rl ere—r-1
12 M- BY/M
* 13 M"‘Mgzil b
PROGRAM 2

Matrix inversionby Gauss-Jordan elimination

*The outer product Z of vector x by vector )
is the "column by row product” denoted by
Z— ny and defined by Z =X; XJY;»

The net result of step 9 is to bring the
next pivot row to first position and the next
pivot element to first position within it by
(1) cycling the old pivot row to last place
and the remaining rows up by one place, and
(2) cycling the leading column (1, 0, 0, ..., 0)
to lastplace (thus restoringthe configuration
produced by step 3) and the remaining col-
umns one place to the left. The column rota-
tionx o f} M rotates all columns save the
firstupward by one place, and the subsequent
row rotation €+ rotates all rows to the left
by one place.

The pivoting provided by steps 2, 4, 5, 6,
10, and 13 proceeds as follows. Step 4 deter-
mines the index j of the next pivot row by
selecting the maximum® over the magnitudes
of the first 2 elements of the first column,
where k = V(M) + 1 - g on the g-th iteration.
Step 6 interchanges the first row with the
selected pivot row, except for their final
components. Step 5 records the interchange
in the permutation vector? p which is itself
initialized (step 2) to the value of the identity
permutation vector ()= (1, 2, ..., k). The
rotation of p on step 10 is necessitated by
the corresponding rotations of the matrix M
(which itindexes)on step 9. Step 13 performs
the appropriate inverse reordering$ among
the columns of the resulting inverse M.

*The row rotation 2 *+ X is a row-by-row
extension of the rotation B t X%, that is,
(Br X)'=k; + X'. Similarly, (k I X); =
k" X;.

TThe express1on # =0 [ X denotes a logical
vector # such that ¢ ; = 1 if and only if x; is
a maximum among those components Xk such
that v, =.1. Clearly, u/c! is the vector of
indices of the (restricted) maxima, and
(#/c"); is the first among them.

A permutation vector is any vector p whose
components take on all the values 1, 2,...,
V(p) The expressiony = x, denotes that y_
is a permutation of x “defined by Yi =Xp;.

§ Permutation is extended to matrices as
follows:

=
IS

s

=
S

— j M, .
L = e
The expression @ ¢ X is calledthe g index of
X and is defined by the relation @ (X¥= j, where
X=a; I_fxlsavectorthen]-azx1sde-
fmed byjl = @ X;. Consequently, p .
denotes the perrnutatlon inverse to p.

R
It~

i - ppRi
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A description in the ALGOL language of

matrix inversion by the Gauss-Jordan method
is provided in Reference 16.
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INTERCOMMUNICATING CELLS,
BASIS FOR A DISTRIBUTED LOGIC COMPUTER

C.Y. Lee
Bell Telephone Labovatories, Inc.
Holmdel, New Jersey

The purpose of this paper is to describe
an information storage and retrieval system
in which logic is distributed throughout the
system. The system is made up of cells.
Each cell is a small finite state machine
which can communicate with its neighboring
cells. Each cell is also capable of storing a
symbol.

There are several differences between
this cell memory and a conventional system.
With logic distributed throughout the cell
memory, there is no need for counters or
addressing circuitry in the system. The
flow of information in the cell memory is to
a large extent guided by the intercommuni-
cating cells themselves. Furthermore, be-
cause retrieval no longer involves scanning,
it becomespossible to retrieve symbols from
the cell memory at a rate independent of the
size of the memory.

Information to be stored and processed is
normally presented to the cells in the form
of strings of symbols. Each string consists
of a name and an arbitrary number of param-
eters. When a name string is given as its
input, the cell memory is expected to give
as its output all of the parameter strings
associated with the name string. This is
called direct retrieval. On the other hand,
given a parameter string, the cell network
is also expected to give as its output the
name string associated with that parameter
string. This is called cross-retrieval.

The principal aim of our design is a cell
memory which satisfies the following criteria:

130

1. The cells are logically indistinguish-
able from each other.
2. The amountof time required for direct
retrieval is independent of the size of
the cell memory.
The amount of time required for cross-
retrieval is independent of the size of
the cell memory.
There is a simple uniform procedure
for enlarging or reducing the size of
the cell memory.

Aim and Motivation

We are primarily concerned here with the
design of the memory system of a computer
in whichmemoryand logic are closely inter-
woven. The motivation stems from our con-
tention that in the present generation of
machines the scheme of locating a quantity
of information by its "address" is funda-
mentally a weak one, and furthermore, the
constraint that a- memory "word'" may com-
municate only with the central processor (in
most cases the accumulator) has no intrinsic
appeal. This motivation led us to the design
of a cell memory compatible with these con-
tentions.

The association of an address with a
quantity of information is very much the re-
sult of the type of computer organization we
now have. Writing a program in machine
language, one rarely deals with the quantities
of information themselves. A programmer
normally must know where these quantities
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of information are located. He then manipu-
lates their addresses according to the prob-
lem at hand. An address in this way often
assumes the role of the name of a piece of
information.

There are two ways to look at this situa-
tion. Because there is usually an ordering
relationship among addresses, referring to
contents by addresses has its merits pro-
vided a programmer has sufficient foresight
at the time the contents were stored. On the
other hand, a location other than being its
address can have but the most superficial
relation to the information which happens to
be stored there. The assignment of a loca-
tion to a quantity of information is therefore
necessarily artificial. In many applications
the introduction of anaddress as an additional
characteristic of a quantity of information
serves only to compound the complexity of
the issue. In any event the assignment of
addresses is a local problem, and as such
should not occupy people's time and may
even be a waste of machine's time.

A macroscopic approach to information
storage and retrieval is to distinguish infor-
mation by its attributes. A local property,

"350 Fifth Avenue," means little to most

people. The attribute, '"the tallest building
in the world,” does. The macroscopic ap-
proach requires only that we be able to dis-
cern facts by contents. Whatever means are
needed for addressing, for counting, for
scanning and the like are not essential and
should be left to local considerations.

Doing away with addressing, counting, and
scanning means a different approach to ma-
chine organization. The underlying new con-
cept is however simple and direct: The work
of information storage and retrieval should
not be assumed by a central processor, but
should be shared by the entire cell memory.
The physical implementation of this concept
is intercommunicating cells.

Although one of the principal aims of an
intercommunicating cell organization is to
make the rate of retrieval independent of the
amount of information stored in the cell
memory, a number of other engineering cri-
teria are no less important. Uniformity of
cell design makes mass production possible.
Ease of attaching or detaching cells from the
cell memory simplifies the growth problem.
Also, facilities for simultaneous matching of
symbols make complex preprocessing such
as sorting unnecessary.

A few intuitive remarks on cell memory
retrieval may be appropriate here. Infor-
mation stored in the cell memory are in the
form of strings of symbols. Normally, such
a string ismade up of a name and the param-
eters which describe its attributes. Each
cell is capable of storing one symbol. A .
string of information is therefore storedin a
corresponding string of cells. In the cell
memory each cell is given enough logic cir-
cuitry so that it can give us a yes or no
answer to a simple question we ask. If we
think of the symbol, say s, contained in a cell
as itsname, thenthe question weask is merely
whether the cell's name is s or is not s.

In retrieval, for example, we may wish to
find all of the parameters (attributes) of a
strategy whose name is XYZ. As a first
step we would simultaneously ask each cell
whether its name is X, If a cell gives us an
answer no, then we are no longer interested
in that cell. If a cellgives us an answer yes,
however, we know it may lead us to the name
of the strategy we are looking for. There-
fore, we also want each cell to have enough
logic circuitry so that it can signalits neigh-
boring cell to be ready torespond to the next
question. We then simultaneously ask each
of these neighboring cells whether its name
is Y. Those cells whose names are Y in
turn signal their neighboring cells to be
ready to respond to the final question:
whether a cell's name is Z. The cell which
finally responds is now ready to signal its
nearest neighbor to begin giving out param-
eters of the strategy.

The process of cell memory retrieval
provides a particularly good example of let-
ting the cells themselves guide the flow of
information. By a progressive sequence of
questions, we home in on the information we
are looking for in the cell memory, although
we have no idea just where the information
itself isphysically stored. Because generally
most cells contain information which is of no
use to us, the number of cells which give yes
answers at any moment is quite small. We
may, if we wish, think of the retrieving
process therefore as a process of getting
rid of useless information rather than a
searchingprocess for the useful information.

Cell Configuration

Each cell in the cell memory is made up
of components called cell elements. Each
cell element is a bistable device such as a
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relay or a flip-flop. The cell elements are
divided into two kinds: the cell state ele-
ments and the cell symbol elements. In
the design of the cell memory to be de-
scribed here, each cell will have a single
cell state element so that each cell has two
logical states. A cell may either be in an
active state or in a quiescent state. There
may be any number of cell symbol elements,
depending upon the size of the symbol alpha-
bet.

The over-all structure of a cell memory
is shown in Figure 1. Each cell in the cell
memory, say cell i, is controlled by four
types of control leads: the input signal lead
(IS lead), the output signal lead (OS lead),the
match signal lead (MS lead), and the propa-
gation lead (P lead). The input signal lead
is active for the duration of the input process.
The input symbol itself is carried on a sep-
arate set of input leads. When a cell is in
an active state, and the input signal lead is
activated, whatever symbol is carried on the
input leads is then stored in that cell.

.
.

5

CELL CELL CELL
i-1 i T+l
—l —] ——>!

— — —
MATCH E MATCH MATCH

INPUT
SIGNAL

outeyT
SIGNAL

MATCH
SIGNAL

INPUT
LEADS.

ouTPyuT
LEADS

]

LEADS
OUTPUT SYMBOL BUFFER

Figure 1. Overall diagram of the
cell memory.

The output signal lead controls the flow of
output from the cell memory. Each symbol
read out from a cellis carried by a separate
set of output leads, and is also stored in a
buffer called the Output Symbol Buffer. When
a cell is in an active state, a pulse on the
output signal lead causes that cell to read
out its contents to the set of output leads.

An important function performed by the
cell memory is the operation of simultaneous
matching of the contents of each of the cells
with some fixed contents. This operation is
controlled by the match signal lead. During
matching, the contents of each cell, say cell i,

is compared with the contents carried on the
input leads. If the comparison is successful,
an internal signal, m;,is generated in cell i.
The signal, m;, is transmitted to one of the
neighboring cells of cell i, causing that cell
to become active.

The propagation lead controls the propa-
gation of activity in a cell memory. When a
cell is in an active state, a pulse on the
propagation lead causes it to pass itsactivity
to one ofits neighboring cells. The direction
of propagation is controlled by two separate
direction leads: R and L,

The circuits of a cell employing flip-flops
and gates are shown in Figure 2.

|

INPUT
CIRCUIT

I R|[ 0 }—td MATCH : )
-
CIRCUIT
ai mi

QUTPUT
by CIRCUIT

1s
os

Ms

P

X\
a,a;b,b’
R

L
ouTPUT

Figure 2. More detailed circuit of cell i,

An Example of Cross-Retrieval

Let there be three separate strings of in-
formation stored in the cell memory. Let
these strings have the following names and
parameters:

Name Parameter
B XY
AB Xw
AC U
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The strings are stored in the cellmemory in
the form of a single composite string. There
must be some way, therefore, by which the
name and the parameter strings can be told
apart and also a means for distinguishing
among the three strings of information them-
selves. To do this we introduce two tag
symbols, « and 8. Every name string is
preceded by a tag of o, and every parameter
string is preceded by a name of 8. The
string stored in the cell memory therefore
has the form:

adBBXYaABBXWaACBUOa...

We have found it convenient to use the

diagram

to representa cell. In thisdiagram, p stands
for the symbol stored in the cell, and q for
the state of the cell. Also, q is 1 if the cell
is quiescent, and is 2 if the cell is active.
Using such diagrams, Figure 3 shows the
manner in which the composite string is
stored in the cell memory.

Il 0]

EIEN n KAEN

T 1]

— T A e [T

Figure 3. Cell memory configuration
at the start of retrieval.

Let us suppose that we wish to retrieve
the name of a string whose parameter is XW,
We call such a process in which a parameter
string input causes a name string output the
process of cross-retrieval. The process of
retrieving a parameter knowing its name is
called direct retrieval.

Initially, we want all of the cells to match
their individual contents against the fixed

information
8] 1]

Furthermore, we want every cell whose con-
tents happen to be [8][1]to send a signal to

the neighboring cell on its right. We then
have the situation shown in Figure 4, where
each arrow indicates that a signal is being
transmitted by a cell whose contents are

[B]1].

oo [T [ ]

g 3 I ey 0N 0 ey Y I sy X I o KT

— T {1

K e K1l s
Figure 4. Signals being transmitted by
after matching.

Now every cell which receives a signal
from its neighboring cell, whether from the
left or from the right, will change from a
quiescent state to an active state, Also, the
signals transmitted by the cells to their
neighbors should be thought of as pulses so
that they disappear after they have caused
the neighboring cells to become active., The
next stable situation is shown in Figure 5;
each of the active cells is represented by
double boundary lines.

During the next match cycle, we want all
of the cells to match their individual contents
against the fixed contents:

x| 2

E3 N g KN s 1 e | KN | o KA N

— G

g B 0 s R N s Y 0 s K N e X N

—Lle]f— el f—-

Figure 5. Some of the cells become active
after receiving pulses from the neighboring
cells.
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As before, every cell whose contents are
sends a signal to its right neighboring
cell, causing that cell to become active. At
this point, each previously active cell is
made to restore itself to the quiescent state.
The stable situation is illustrated in Figure 6.

T

—-wlz afi Al cf B

Figure 6. Previously active cells restore
themselves to quiescent state as new cells
become active.

During the following match cycle, the
cells are made to match their individual con-
tents against the fixed contents

W 2]

In this example, there is now only one cell
whose contents are . That cell first
signals the cell on its right, causing that
neighboring cell to become active, and then
restores itself to the quiescent state.

During the next match cycle, all of the
cells are made to match against

The presence of the symbol o shows that the
matching process is at an end, and that the
output part of the retrieval process is to

begin., The cell whose contents are

is the only cell which is active at the moment.

During the output phase, a number of ac-
tions take place. First of all,two successive
propagate-left signals are sent to the cell
memory. The result is a transfer of activity
from the cell whose contents are to the
cell whose contents are , as shown in
Figure 7. An output signal is now supplied
to all of the cells. The cell which is active

Ll e e[ HxT —{~T]

—E[Z] ali Al et ﬂn

PREVIOUSLY
ACTIVE CELL

Figure 7. Transfer of activity from

cell to cell

then reads out its symbol to the output leads.
That symbol is now compared with the fixed
symbol « in an external match circuit asso-
ciated with the control leads. If there is no
match, a propagate-left signal is sent to
every cell and the external comparison
process is repeated. This process eventually
terminates when the cell[ @]2]is reached
(Figure 8). The purpose of this phase of the
output processis strictly to locate the begin-
ning of the information string which is being
retrieved.

The actual read out process begins with a
propagate-right signal. The cell which
contains the first letter of the name string
AB is activated. The symbol A is now read
out and matched externally with the symbol 8.
The read out process continues until B8is
reached and is then terminated.

Figure 9 gives a general picture of the
read out part of the cross~-retrieval process.

el ]

{1

g S I e 1 K s N e KX K e FI KN

Figure 8. Reaching the initial symbol in the
string to be retrieved.
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—ll al

1. QUTPUT SYMBOL 3.0UTPUT SYMBOL

TCH B,NO MATCH
A’xlonAa WITH a
.OUTPUT SYMBOL 2.OUTPUT SYMBOL 4.0UTPUT SYMBOL
° OL\;ITNO MATCH B, NO MATCH X, NO MATCH
WITH a WITH @ WITH a

6. OUTPUT SYMBOL
ATCH
AND STOP

Figure 9. A general picture of the read-out
part of the cross-retrieval process.

Storage and Cross-Retrieval

The storage and the retrieval of symbols
in the cell memory are both accomplished
by letting the cells pass their activities to
their neighboring cells and, in this way,
guide the flow of information in the cell
memory., The process of storing symbols in
the cell memory provides a good illustration
of the dependence of the cell memory upon
the propagation of activity among the cells,

Prior to storing the first symbol, the
first cell in the cell memory is made active.
When the first symbol appears on the set of
input leads, the first cell, being active, be-
comes the only cell prepared to receive that
symbol. The first cell, like all of the cells,
plays a dual role however., After taking in
the symbol, it also passes its activity to the
right neighboring cell. The neighboring cell
then becomes the only active cell in the cell
memory, and hence becomes the only cell
prepared to receive the next symbol when it
appears on the input leads.

When we examine the many kinds of in-
formation strings which make retrieval dif-
ficult, we find that a string is much more
likely to have several parameters rather
than a single parameter. For such strings
the tag system which we have used in the
example in the last section is inadequate.

If a string consists of a name N and k-1
parameters P;, P,, ..., P, _;, we will now
assign to it a set of k+2 tags: ag, 01, ...,
oy, and B. The string will be stored in the
cell memory in the following form:

«..0ga; NBoa, P, Bas;P,yB...
a, Py Bag...

The symbol ¢, indicates the beginning of a
string, and the symbol $ indicates the end of
a component (thatis, a name or a parameter).
The symbols @y, a,, ..., @, are the tags
associated with the components N, Py, ...,
P, _,. Furthermore, it should be noted that
a tag is associated always with a given attri-
bute. For example, o; is the name tag and
should be used as a name tag for all infor-
mation strings.

Consider now the cross-retrieval problem
where the cell memory is given as its input
a component string together with its tags:

a] Pj-l B

The cell memory, for the purpose of cross-
retrieval, must give as its output the entire
string:

a;Nga,P, B...0, P, _, B

In describing a procedure for cross-
retrieval, we shall assume for the purpose
of this presentation that every component
stored in the cell memory is unique. This
means that if an input string o; P;; 8 is
presented to the cell memory, we can be
sure that either (1) there is no string in the
cell memory which has o; P;_; B as one of
its components, or (2) there 1s exactly one
string in the cell memory which has o; P;_; 8
asone of its components. Under this assump—
tion therefore, no two strings could compete
with each other during retrieval.

The basic cross-retrieval procedure is
the following. The string a;P; ; Bis first
matched with all of the strmgs stored in the
cell memory. When a match has occurred,
the cell in which the symbol o, is stored
(0,1 being, in this case, the symbol imme-
diately following o, P,~1 B in the cell mem-
ory) would be activated, Because o ; P,
is unique in the cell memory, the ceil
which the symbol «,,, is stored becomes
the only active cell in the cell memory. This
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activity is now propagated towards the left
until the symbol a,, which is the beginning
of the string, is reached. Symbols are then
retrieved from the cell memory to the right
until finally the symbol «,, which is the
beginning of the next string, is reached.

Outlook

We wanted to present here the basic ideas
of a distributed logic system without going
into many related problems and other tech-
nical considerations. The most obvious asset
of such an organization is the tremendous
speed it offers for retrieval. Suitable pro-
grams can also be developed to make the
organization extremely flexible. In addition,
we believe the macroscopic concept of logi-
cal design, away from scanning,from search~
ing, from addressing, and from counting, is
equally important. We must, at all cost, free
ourselves from the burdens of detailed local
problems which only befit a machine low on
the evolutionary scale of machines.

On the other hand, the emphasis on dis-
tributed logic introduces a number of physi-
cal problems. If a cell memory is to be
practically useful, it must have many thou-
sands, or perhaps millions of cells. Each
cell must therefore be made of physical com-
ponents which are less than miniature in
size, and which must each consume extremely
tiny amounts of power. Furthermore,because
the cells are all identical, mass production
techniques should be developed in which a
whole block of circuitrycanbe formed at once.

Because the coordination of vast amounts
of information is essential to scientific, eco-
nomic, and military progress, the type of
organization exemplified by the cell memory
needs tobe explored and explored extensively.
The research on machine organization, how-
ever, cannot stand alone; the success of this
research will depend also on the success in
other fields of research: microminiaturiza-
tion, integrated logic, and hyper-reliable
circuit design.
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ON THE USE OF THE SOLOMON
PARALLEL-PROCESSING COMPUTER*
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Pittsburgh, Pa.

SUMMARY

The SOLOMON computer has a novel de-
sign which is intended to give it unusual ca-
pabilities in certain areas of computation.
The arithmetic unit of SOLOMON is con-
structed with alarge number of simple proc-
essing elements suitably interconnected, and
hence differs from that of a conventional
computer by being capable of a basically
parallel operation. The initial development
and study of this new computer has led to
considerable scientific and engineering in-
quiry in three problem areas:

1. The design, development, and con-
struction of the hardware necessary to make
SOLLOMON a reality.

2. The identification and investigation of
numerical problems which most urgently
need the unusual features of SOLOMON.

3. The generation of computational tech-
niques which make the most effective use of
SOLOMON's particular parallel construction.

This paper is an early report on some
work which has been done in the second and
third of these areas.

SOLOMON has certain inherent speed ad-
vantages as a consequence of its design. In

the first place, computers conventionally
require two memory cycles per simple
command—one cycle to obtain the instruc-
tions and one cycle to obtain the operand.
Although SOLOMON has the same basic re-
quirement it handles up to 1024 operands
with each instruction. Consequently, the
time per operand spent in obtaining the in-
struction is negligible. This results in in-
creasing the speed by a factor of two. In the
second place, the fact that the processing
elements handle 1024 operands atonce greatly
increases the effective speed. The factor is
not 1024, however. Since the processors are
serial-by-bit they require n memory refer-
ences to add an n-bit word. If n is taken
nominally to be 32, then the resulting net
speed advantage is 1024/n, that is 1024/32 =
32. These two factors result in a funda-
mental speed increase on the order of 64
to 1 for comparable memory cycle times.

In addition tothese concrete factors, there
are other factors whose contribution to speed
cannot be as easily measured. Among these
are i) the advantages due to the intercommu-
nication paths between the processing ele-
ments, ii) the advantage of using variable
word length operations, iii) the net effect
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sponsorship extended by the U.S. Air Force Rome Air Development Center and the U.S. Army

Signal Research and Development Laboratory.

fWestinghouse Research Laboratories, Pittsburgh, Pa.
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iPresently at Pennsylvania State University, State College, Pa. This work was done while at
Westinghouse Research Laboratories, Pittsburgh, Pa.
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resulting from either eliminating conven-
tional indexing operations or else superseding
them by mode operations, and iv) the loss in
effectiveness resulting from the inability of
utilizing all processors in every operation.
The net speed advantage can only be deter-
mined by detailed analysis of individual spe-
cific problems.

The task of evaluating the feasibility of
the SOLOMON computer has led to investi-
gations of problems which primarily involve
elementary, simultaneous computations of
an iterative nature. In particular, the solu-
tion of linear systems and the maintenance
of real-time multi-dimensional control and
surveillance situations have been considered.
Within these very broad areas two special
problems have been rather thoroughly studied
and are presented here to demonstrate the
scope and application of SOLOMON. The first
of these is a problem from partial differen-
tial equations, namely the discrete analogue
of Dirichlet's problem ona rectangular gird.
The second is the real-time problem of sat-
ellite tracking and the computations which
attend it. These problems are discussed
here individually and are followed by a brief
summation of other work.

Partial Differential Equations

Introduction: Among current scientific
computational problems, the numerical solu-
tion of partial differential equations has in
recent years made the most severe demands
on the computational speed and storage ca-
pacity of computing machines. It istherefore
natural to investigate the capability and per-
formance of the S