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Preface

This manual describes the scope, format, and use of the RTE-6/VM
operating system services available to user—-written programs. It
is intended to be the primary reference source for programmers who
will be responsible for writing and maintaining software within
the RTE-6/VM operating environment.

This manual is divided into five sections as follows:

Chapter 1 gives a general description of the RTE-6/VM operating
system features.

Chapter 2 describes the use of the Executive communication module
of RTE-6/VM that provides user-written programs with
the ability to communicate with the operating system.
The Executive allows programs to perform 1/0
operations, manage programs, manage system resources,
and obtain status information about the system.

Chapter 3 describes the use of files and the File Management
Package (FMP) by user-written programs. By calling
routines contained in the File Management Package (FMP
library), user-written programs can define, access,
position within, and purge disc or non-disc files.

Chapter 4 defines and describes the use of the Virtual Memory
Area (VMA) and the Extended Memory Area (EMA) features
of RTE-6/VM.

Chapter 5 describes the format and use of the several routines
contained in the System Library. The System Library
contains user-callable subroutines that provide a
variety of utility and special purpose functions.

Appendix A Error Messages

Appendix B VMA/EMA Mapping Management Subroutines
Appendix C System Communication Area and System Tables
Appendix D Program Related Tables .

Appendix E I/0 Tables and Processing

Appendix F Memory Management and Related Tables
Appendix G DCB and Directory Formats

Appendix H Session Monitor Tables

Appendix I Record Formats

Appendix J Scheduling FMGR Programmatically

iii



For additional information on the RTE-6/VM operating system or any
of its subsystems, refer to the RTE-6/VM Index and Glossary
Manual. This guide contains a complete glossary, commonly used
tables, a general index to all RTE~6/VM manuals, and a
documentation map.

Two reference manuals that are directly related to the RTE~-6/VM
operating system are briefly described below:

* RTE-6/VM Terminal User's Reference Manual. This manual
describes the features of the RTE-6/VM operating system that
are available to the user in an interactive mode.

* RTE-6/VM System Manager's Manual. This manual contains the
information necessary to plan, generate, and maintain the
RTE-6/VM operating system.

iv
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Chapter 1
General Description

Introduction

RTE-6/VM 1is a disc-based operating system that provides the
supervisory functions necessary to coordinate requests for, and
allocation of, system services and resources. Being a real-time
system, RTE-6/VM processes all decision and scheduling tasks
internally unless overridden by wuser intervention. User requests
for system action can be made by a "call" from within a program or
interactively via an operator command.

As the major control element within the operating environment,
RTE-6/VM provides the user with various services and automatically
handles the machine~related functions associated with each
service. The major services provided by RTE-6/VM are briefly
summarized below:

* Executive Communication scheme that provides a communication
l1ink between user-written programs and system services.

* Segmentation techniques that allows a large program to be
separated into a main section of code and related segments,
thereby allowing it to execute in a memory partition smaller
than its total size. Segmentation can be implemented by the
MLS-LOC Loader or programmatically via an EXEC call.

* Resource Management capabilities that allow cooperating

user-written programs to share system resources (files, 1I/0
devices, etc.).

* T1/0 scheme which allows a program to continue executing while
its own I/0 requests are being processed.

* Program execution control that features multiprogramming
(allows several programs to be active:  concurrently) and
time~slicing (prevents compute intensive programs from

~dominating the CPU).



General Description

* Partitioned memory technique that takes advantage of the
hardware Dynamic Mapping System (DMS) to provide access to
2048k bytes of physical memory.

* FExtended Memory Area (EMA) that allows user-written programs to
access large data arrays; the size of the arrays being limited
only by the size of physical memory. Large areas of EMA can be
shared among programs for program to program communication.
The EMA data to be shared resides in a shareable EMA partition.

* Demand-Paged Virtual Memory that provides RTE-6/VM programs
with the capability to access very large data areas up to 128
megabytes.

* Operator interface that provides the user with the ability to
control system action via operator commands.

In addition to the features listed above that are inherent to
RTE-6/VM, software modules are available with the operating system
that provide the  user with additional capabilities. These
features are as follows:

File Management System

Spooling System

Session Monitor

FORTRAN Compiler

Macroassembler

Pascal/1000 Compiler

Compile Utility

Compile and Load Utility

MLS~LOC Loader

MLS—-LOC Loader Command File Utilities
Interactive Relocating Loader
Indexed Relocatable Library Utility
Interactive Editor

Debug Utilities

On~Line Generator

System Status Utilities

File Merge Utility

Disc Cartridge Save/Restore Utilities
File Backup Utility

Disc Backup Utilities

Terminal Soft Keys Utility

Track Assignment Table Log Program
Source File Comparison Utility
On-Line Driver Replacement Utility
Help Utilities
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The features described above that relate to the programmatic
control of system action are described in later sections of this
manual along with background information on the RTE-6/VM operating
system. The features of RTE~6/VM that relate to the interactive
control of system action are described in the RTE-6/VM Terminal
User's Reference Manual and the appropriate subsystem manuals (see
documentation map in the RTE-6/VM 1Index to Operating Systems
Manuals) . For information concerning the generation and
configuring of the RTE-6/VM operating system, refer to the
RTE-6/VM On-~Line Generator Manual or obtain access to the RTE-6/VM
System Manager's Manual.

Multiprogramming and Timeslicing

RTE~-6/VM is a multiprogramming system that allows several programs
to be active concurrently. Each program executes during the unused
central processor time of the others. Scheduling/dispatching
modules in the RTE~6/VM operating system decide when to execute
programs that are simultaneously requesting system services and/or
resources. The scheduling module places programs into a scheduled
list in order of their priority (the highest priority program at
the head of the 1list) and the dispatching module initiates the
execution of the highest priority program. Programs with the same
priority are scheduled on a first-come, first-serve basis. When
the executing program completes, is terminated, or 1is suspended,
it is removed from the scheduled 1list, and the dispatching module
transfers control to the next program with the highest priority.
Note that the next program to be executed could have the same
priority as the program that was just removed from the list.

The scheduled 1list can be logically divided into two areas by
placing a time-slicing boundary at a priority level. Programs
with priorities that place them above the boundary (higher
priority, lower numerically) are executed in the 1linear fashion
described above.

Programs with priorities that place them below the boundary (lower
priority, higher numerically) are executed in a similiar fashion
with one exception; programs are assigned an execution interval
when they are scheduled. When a program exceeds its interval, it
is moved within its priority level in the scheduled 1list.
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Each priority 1level below the time-slicing boundary can be
considered a queue. The program at the head of each priority
queue represents the next program of that priority to be executed.
When the execution of the program at the head of the queue is
initiated, a maximum time interval for execution (time quantum) is
calculated by the operating system. The program is allowed to
execute until one of the following occurs:

1. The program leaves the scheduled list (I/0 suspended, memory
suspended, etc.)

2. A higher priority program is ready to execute.

3. The program exceeds its time quantum.

If a program 1leaves the scheduled 1list, its time quantum is
assumed exhausted. When the program is again ready to execute, it
is placed at the end of the queue within its priority in the
scheduled list and a new time quantum is established.

If a higher priority program causes the suspension of a
time-slicing program, the remaining portion of the suspended
program's time quantum is saved in its ID segment. When the
suspended program is scheduled to continue executing, the saved
quantum value is restored.

When a time~slicing program exceeds its time quantum, it is placed
at the end of the queue within its priority in the scheduled list
and control is transferred to the new head of the queue.

The time value used to calculate the quantum and the time-slicing
boundary are manipulated by the QU command described in the
RTE-6/VM Terminal User's Reference Manual; the considerations for
manipulating them are discussed in the RTE-6/VM System Manager's
Manual. Figure 1-1 shows a diagram of scheduling with
time~-slicing.
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Figure 1-1. Scheduling with Time-Slicing
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Program Types

Programs within the RTE-6/VM operating system are categorized
according to where they reside when not executing (memory-resident
or disc-resident), what type of memory partition they execute in,
by the COMMON areas they have access to, and whether or not they
may be duplicated. A program can be defined as a real-time or a
background program. A background program can be further defined
as a large background or extended background program in order to
handle large user programs. A program's type can also indicate
whether it is a main program, a program segment, a multi-level
segment program, or a subprogram (refer to Appendix D for a
summary of program types).

A program's type 1is user-defined in the program definition
statement (PROGRAM statement 1in FORTRAN, NAM statement in
Macro/1000), 1is defined by a compiler option (Pascal), or is
assigned by the user when the program is loaded. If no type
parameter is specified, a default value is determined and assigned
by the loader or generator.

A program's type, along with other necessary information, is
maintained in memory by the system in the program's ID segment
(refer to Appendix C for the ID Segment format).

Memory Management

The RTE-6/VM operating system is written to take advantage of the
hardware Dynamic Mapping System (DMS) available with the HP/1000
computers. The cooperation between the software operating system
and the hardware mapping system allows direct access to 1024K
words (2 megabytes) of physical memory. More physical memory can
be accessed with virtual memory.

The basic addressing space of the HP/1000 computer is 32,768 words
(32K) as defined by the 15-bit address 1length used by the CPU.
This 1is referred to as 1logical memory. The amount of memory
actually installed in the computer system is referred to as
physical memory. The DMS maps 32K words of physical memory into
logical memory by translating the 20-bit physical addresses into
15-bit logical addresses through "memory maps".
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Memory Maps

The page pointers contained in the map registers that comprise the
memory maps are loaded by software modules within the operating
system., Each map is configured to represent the 32 pages of
physical memory (not necessarily contiguous) that contain the
tables, buffers, data, program code, etc., necessary to perform
specific ©processing tasks. Since there are four maps, four
different 32 page sections of physical memory can be described
simultaneously. The maps are altered by the operating system to
reflect dynamic changes in the operating environment, i.e., when a
program is scheduled to execute, a map has to be configured to
describe the physical memory pages it requires (known as the
program's logical address space).

The four memory maps are classified by the type of processing
tasks they are associated with. The maps are comprised of the
following:

* SYSTEM MAP-~~The System Map describes the logical address space
associated with the RTE-6/VM operating system, including its
base page, COMMON, Subsystem Global Area, Table Area I and 1I1I,
driver partition, operating system code partition, System
Driver Area (SDA), and System Available Memory (SAM). The
system map 1is 1loaded during system initialization and is
changed to map 1in different driver partitions or operating
system code partitions on demand. Since the RTE-6/VM operating
system handles all interrupt processing, the system map is
automatically enabled by the hardware whenever an interrupt
occurs.,

* USER MAP---The User Map is associated with each disc-resident
program. It is a unique set of pages that describe the logical
address space containing the program's code, the program's base
page, and optionally, Table Area I, driver partition, Table
Area II, System Driver Area, and COMMON.

All memory-resident programs use a common set of pages that
define the memory occupied by the memory-resident program and
its base page, the Memory-Resident Library, Table Area I,
driver partition, COMMON, and optionally, Table Area II and
System Driver Area. Memory-resident programs are brought into
memory at boot-up and remain in memory. Therefore, these
programs may be scheduled and executed quickly.
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Each time a new memory-resident or disc-resident program is
dispatched, the system reloads the User Map with the
appropriate set of pages.

* PORT MAP A and PORT MAP B. The Port maps are associated with
DCPC transfers. DCPC transfers are software assignable direct
data paths between memory and a high speed peripheral device.

This function is provided by the Dual Channel Port Controller
(DCPC). There are two DCPC channels, each of which may be
assigned to operate with an I/0 device. Port A Map is
automatically enabled when a transfer occurs on DCPC channel 1,
and Port B Map 1is enabled when a DCPC channel 2 transfer
occurs.

DCPC transfers are accomplished by "stealing" CPU cycles
instead of interrupting the CPU and transferring to an 1I/0
service routine. Having separate maps associated with DCPC
transfers, and having the transfer implemented by
"cycle~stealing", facilitates multiprogramming since one
program can be executing via the User Map while a DCPC transfer
is in progress on another program's data buffer.

The Port Maps are reloaded by the system each time a DCPC
channel is assigned for an I/0 request. The Port Maps will be
the same as the System Map or the User Map associated with the
program being serviced, depending on the type of request. Once
initiated, the DCPC transfer is transparent to the user since
the currently enabled map (System or User) shares the CPU with
the Port Maps, i.e., during a given instruction cycle
(comprised of several CPU cycles) the System and User Map is
enabled alternately with the Port Map. Therefore, a maximum of
three memory maps may be enabled concurrently, one execute map
(System or User) and both Port Maps.

Physical Memory

At generation time, the user plans physical memory allocations and
loads the system components and drivers for the most efficient
configuration. The user determines the size of System Available
Memory (SAM), the number and size of each partition, the size of
COMMON, and the size and composition of the resident library and
memory-resident program area. Refer to the RTE-6/VM On-Line
Generator Manual and the RTE-6/VM System Manager's Manual for a
description of the procedures used to configure physical memory.
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Figure 1-2., Physical Memory Allocations
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The following is a brief description of the Physical Memory
Configuration shown in Figure 1-2:

* ©System Base Page - Contains the operating system communication
area and 1is used by the system to define request parameters,
I/0 tables, scheduling lists, pointers, operating parameters,
memory bounds, etc. System 1links and trap cells are also
located on the system base page.

Base page 1links for the memory-resident 1library and memory-
resident programs are only in the memory-resident base page and
are not accessible by disc-resident programs. The Table Areas,
SSGA, driver links, and the system communication area are
accessible to all programs. Partition base pages, used for
disc~resident program links, are described below with
partitions. For all practical purposes, the memory-resident
programs are in a single partition separate (protected) from
all other partitions.

* Table Area I - Contains system tables, Equipment Table entries,
Driver Mapping Table, Device Reference Table, Interrupt Table,
the Disc Track Map Table, some system and HP subsystem entry
points, and all Type 15 modules.

* Driver Partition - An area, established at generation time
containing one or more drivers. All driver partitions are the
same length, and only one driver partition 1is included 1in a
32K-word address space at any one point in time. The minimum
driver partition size is two pages but may be increased when
the system is generated.

* COMMON -~ This area is divided 1into three subareas: the
Subsystem Global Area (SSGA), the Real-time COMMON area, and
the Background COMMON area. SSGA is used by Hewlett-Packard
software subsystems for buffering and communications. The
Real~-time and Background sub-areas (system COMMON) are reserved
for user-written programs that declare COMMON. All programs
relocated during generation time that declare COMMON will
reference this system COMMON. Programs relocated on~line with
LOADR or MLLDR may choose to reference system COMMON or use
local COMMON.
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System Driver Area -~ An area for ©privileged drivers, large
drivers, or drivers that do their own mapping. The drivers
that go into this area are specified during the EQT definition
phase of system generation. The System Driver Area (SDA) is
included in the logical address space of the system, Type 2 and
3 programs, and optionally Type 1 programs.

Table Area II - Contains the Keyword Table, ID segments, ID
Segment Extensions, Class Table, Batch LU Switch Table,
Memory-Resident Map, and a number of entry points for system
pointers. This area has entry points that are created by the
generator and others that are defined by Type 13 modules.

System - Contains the absolute code of the Type 0 system
modules (i.e., RTIOQ, SCHED, EXEC, etc.).

Operating System Code Partitions -~ Six two page areas
(partitions) of memory containing portions of the RTE-6/VM
operating system. RTE-6/VM will map this physical area of
memory into the logical driver partition area, as it needs the
code in that area to satisfy a user's request. This area
includes certain I/0 modules.

Memory-Resident Library - Contains the re~entrant or privileged
library routines (Type 6) that are used by the memory~resident
programs, or which are force 1loaded at generation time (Type
14). It is accessible only by memory-resident programs. All
routines 1loaded into the resident 1library also go into the
relocatable 1library for appending to disc-resident programs
that require them.

Memory-Resident Programs - This area contains all Type 1
programs that were relocated during generation.

System Available Memory (SAM) -~ This is a temporary storage
area used by the system for buffered 1I/0, Class 1/0, re-entrant
I1/0, and parameter string passing.

Program Partitions - This is an area established by the user
for a disc-resident program to execute in. Each partition has
its own base page that describes the linkages for the program
running in the partition. Up to 64 partitions are allowed,
within the constraints of available physical memory.
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Common Areas

The real-time and background COMMON, along with Subsystem Global
Area, occupy a contiguous area in memory and are treated as a
single group for mapping purposes (refer to Figure 1-2). The use
of COMMON is optional on a program basis, that is, any program may
use real-time COMMON, background COMMON or no COMMON. If the
program declares COMMON and the user chooses not to use 1local
COMMON, both COMMON areas and the Subsystem Global Area will be
included in the User Map. If a large background program does not
use COMMON, it will not be included in the User Map, providing the
user with a 1larger program area in the 32K-words of 1logical

address space. Refer to Chapter 4 for a description of using
shareable EMA as COMMON,

REAL-TIME AND BACKGROUND COMMON. 1If a program declares at least
one word of COMMON, the use of real-time or background COMMON is

selected by program type at generation or parameters with the
on-line loader. Program types are summarized in Appendix D.

These system COMMON areas are not to be confused with the local
COMMON area that may be specified for programs 1loaded on-line.
The system COMMON areas are shareable by programs operating in
different partitions, whereas the local COMMON area will be in its

partition and is accessible only to that program, its subroutines
and segments.

SUBSYSTEM GLOBAL AREA. The Subsystem Global Area (SSGA) consists
of all Type 30 modules input to the generator. Accessed by entry
point (using EXT statements) rather than COMMON declarations, SSGA
provides multiple communication and buffer areas for
Hewlett-Packard subsystems. SSGA access is enabled by program
type at generation or through special parameters during on-line
loading. Programs authorized for SSGA access have the COMMON area
included in their maps and have the memory protect fence set below
SSGA.
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Memory Protection

Memory protection is provided by a combination of the Dynamic
Mapping System and the Memory Protect Fence. DMS provides
protection between program partitions by not allowing a program to
access memory locations that are not defined by its memory map.
The Memory Protect Fence prevents a program from addressing memory
locations below a given address within its memory map.

A combination of DMS and the Memory Protect Fence provides
protection for the driver partition, Table Area I, System Driver
Area, Table Area II, and COMMON Dby preventing stores and jumps to
locations below a specified address.

The Memory Protect Fence indicates the logical address space where
addresses are compared to the fence before translation. If a
disc-resident program does not use any of the COMMON areas, the
Memory Protect Fence is set at the bottom of the program area.
Similarly, for a memory-resident program not using COMMON, the
Memory Protect Fence is set at the base of the memory-resident
area.

For programs using system COMMON, the memory mapped includes all
COMMON areas and the Memory Protect Fence is set at one of three
possible locations, depending on the portion of COMMON being used.
A hierarchy of protection is established within COMMON due to
their physical locations. Background COMMON is the least
protected (program's wusing any system COMMON can modify 1it) and
SSGA is the most protected (only programs authorized for SSGA
access can modify it). Figure 1-3 expands the COMMON area and
shows these three fence settings as A, B, and C, respectively.
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Program Partitions

Program partitions are blocks of contiguous physical memory
reserved for disc-resident programs. Program partitions are
defined during system generation and may be redefined during the
reconfiguration process at system boot-up (refer to the RTE-6/VM
System Manager's Manual).

The number of partitions depends on the amount of available
physical memory and the size of the defined partitions. Partition
types can be specified as a mixture of real-time and background,
all real-time, or all background. In addition, partitions may
also be specified as mother partitions or shareable EMA partitions
(refer to the discussion below). The user may optionally assign a
program to run in any partition large enough to accommodate it.
However, a program cannot be assigned to a shareable EMA
partition, a mother partition with a shareable subpartition, or a
subpartition of a shareable mother partition. Several programs
can be assigned to the same partition, but only one program can
run in that partition at a time. If a program is not assigned to
a partition, then by default, real-time programs will run in
real-time partitions, background programs in background
partitions. In this case, the operating system decides which
partition the program will execute in. 1f only one type of
partition is defined, all programs will run in that type
partition.

A mother partition 1is a large partition which is a collection of
smaller real-time or background partitions called subpartitions.
A mother partition is generally used to execute large programs Or
large VMA or EMA programs (that declare EMA data as local). When
a mother partition is not in use, its subpartitions may be used by
other programs. A mother partition or its subpartitions can also
be defined as a shareable EMA partition.

Shareable EMA partitions are used for running EMA programs that
declare EMA data as shareable data. If EMA data is to be shared
with other programs, the declaring program will execute 1in one
partition and the EMA data will reside 1in a shareable EMA
partition. When a shareable EMA partition is not being used for
data, other programs can run in the partition. Refer to Chapter
4, "VMA and EMA Programming" for more details on shareable EMA
partitions.
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Program Segmentation

Program segmentation allows a program's code to exceed the amount
of logical or physical address space available to the program.
Segmentation techniques allow a large program to be separated into

a main section of code and related segments. This allows the
large program to execute in a memory partition smaller than the
total size of the program. Segmentation can be implemented

automatically by the MLS-LOC Loader or programmatically via an
EXEC call. '

The preferred method of program segmentation is with the MLS-LOC
Loader (MLLDR). MLLDR performs multilevel segmentation at load
time. This allows program transportability since no changes are
made to the source code in order to segment the program.
Multilevel segmentation (MLS) is a tree-structured segmentation
scheme which allows as much code as required to be
memory-resident. A portion of code resides in logical memory.
The remainder resides in physical memory and optionally on disc.
The load-on-call feature is set up by MLLDR and is performed at
execution time. When a subroutine is called, whether it 1is in
logical memory, physical memory, or on disc, it is automatically
made available for execution. The operating system performs any
required memory mapping and disc access operations.

Two utilities are provided to aid development of MLS programs.
The segmenter utility, SGMTR, reads a program's relocatable code
and produces a segmentation structure for the program in the form
of an MLLDR command file. The utility, SXREF, generates a program
cross reference 1listing and checks the validity of MLS command
files. Multilevel segmentation and the utilities, SGMTR and
SXREF, are described in detail 1in the RTE~6/VM Loader Reference
Manual.

Program segmentation can also be implemented programmatically via
an EXEC call. These programs can only be loaded by LOADR. The
large program 1is structured by the programmer during the coding
process into a main program and several segments.. When the code
in one of the segments is required for execution, the currently
executing program uses an EXEC 8 call to request the operating
sSystem to make a segment overlay. RTE loads the segment from the
disc into a memory block following the end of the main program,
overlaying whatever was previously there. When another segment is
required, either the main program or the segment can make the EXEC
call to request a segment overlay. Refer to Chapter 2 for an
explanation of the EXEC 8 call.
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Input/Output Processing

In the RTE-6/VM operating system, centralized control and logical
referencing of 1I/0 operations effect simple, device-independent
programming. All 1I/0 and interrupt processing is controlled by
the operating system with the single exception of privileged
interrupts (privileged interrupts circumvent the system for faster
response time).

Programmatic requests for I/0 services are made by EXEC routine
calls coded into the calling program. The EXEC calls specify the
type of transfer (Read, Write, Control) and the desired device.
1/0 requests from a program with a priority greater than 40 are
gueued to the ‘controller's I/0 list according to the «calling
program's priority. All other 1I/0 requests are first-in,
first-out. Automatic buffering for write operations 1is provided
if specified at generation or with the system EQ command (refer to
the RTE-6/VM Terminal User's Reference Manual).
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In addition to the standard EXEC 1I/0 scheduling processes
described above, there are a number of other 1I/0 functions
available that can improve system performance in a
multiprogramming environment:

* Device Time-Out -- sets a time-out value for a device to

prevent indefinite program suspension because of a
malfunctioning device.

* I/0 Buffering -- automatic buffering on slower devices allows a
calling program to initiate an output operation (only) without
waiting for completion before resuming execution. An input
without wait operation is a function of Class I/0 (see below) .

* Re-entrant I/0 -- allows a disc-resident program to be swapped
out of a memory partition and into disc storage when it is
suspended for 1I/0. The status of the swapped program is
maintained so that when the re—entrant I/0 request has
completed, and it once again achieves highest priority on the
scheduled 1list, it can resume execution and 1I/0 processing at
the point of interruption.

* Logical Unit Lock -- assigns a logical unit (LU) exclusively to
a specific program, thus preventing any other program from
accessing it until it is unlocked.

* Class I/0 -—- a special set of I/O calls that provides a method
for buffering data between two or more programs (mailbox I/0)
or between programs and I/0 devices. Class 1I/0 permits a

program to continue execution concurrently with its own 1I/0
(I/0 without wait).
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Hardware Considerations

For a full understanding of the software I/O characteristics of

the RTE-6/VM operating system described in this manual, the user
should be familiar with two hardware-related terms:

1. 1I/0 Controller — a combination of 1I/0 card, cable and, for
some devices, a controller box used to control one or more I/0
devices associated with a computer I/0 select code. (Select
code refers to a physical card slot in the backplane of the
computer.)

2. 1I/0 Device - a physical unit (or portion of a unit) identified
in the operating system by means of an Equipment Table (EQT)
entry and a subchannel assignment.

Each 1I/0 device is interfaced to the computer through an I/0
controller that is associated with one of the computer I/O select
codes. Controller Interrupts are directed to specific computer
memory locations based on their select codes.

For details on the hardware 1/0 organization, consult the
appropriate computer hardware reference manual.
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Logical Unit Numbers

Logical Unit numbers (LUs) provide RTE users with the capability
of 1logically addressing the physical devices defined by the
Equipment Table. Logical Unit numbers (LUs) are used by executing
programs to specify which I/0 device requests are to be directed
to. In an I/0 EXEC call, the program simply specifies an LU and
does not need to know which physical device or which 1I/0
controller handles the transfer. This provides the user with
system device independence.

An LU is associated with an EQT entry and a subchannel. Some I/0
devices have EQT entries with one subchannel designation (i.e.,
line printers) and are referenced by a single LU number. Other
devices (disc drives and CRT terminals) have EOQOT entries with
several subchannel designations, with an LU assignment for each
subchannel. When a user makes an I/0 request specifying an LU, he
can be addressing a total device (line printer) or a subsection of
a device (left CTU of a terminal).

Logical Unit numbers are decimal integers that range from 1 to
254, LUs greater than 63 may only be accessed when operating under
Session Monitor control. The functions of LUs 0 through 6 are
predefined in the RTE-6/VM system as follows (could be system or
session LUs):

0 - bit bucket (null device; no entry in Device Reference Table)
1l -~ system console.

2 - reserved for system (system disc subchannel).

3 ~ reserved for system (auxiliary disc subchannel).

4 -~ standard output device (left CTU of system console).

5 - standard input device (right CTU of system console).

6 - standard list device (line printer).

LU 8 is recommended for the magnetic tape device if one is present
on the systen. Peripheral disc subchannels must be assigned LUs
greater than 6 and less than 64. If the Session Monitor is used,
terminal LUs must be defined between 7 and 99. Additional logical
units may be assigned for any function desired. On-line changes
to existing LU assignments can be made by using the LU operator
command described in the RTE-6/VM Terminal User's Reference
Manual.

1-20
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Power Fail

Power Fail is an optional hardware/software feature that saves all
system status and context up to the point at which the computer

signals a power failure. If generated into the system, the Power
Fail routine performs the following steps:

1. When power fails, it saves all registers, stops DCPC transfers
and saves maps. If not enough time was available, Power Fail
issues a HLT 4.

2. When power comes on, it restarts the real-time clock, restores
registers and maps, sets up a time~out entry (TO) back to its
EQT entry, and then returns to the Power Fail interrupt
location so that it can do more recovery work after the power
fail system and operating system are re-enabled.

I/0 Controller Time-Out

Each I/0 controller may have a time-out <clock to prevent
indefinite I/0 suspension. 1Indefinite I/0O suspension can occur
when a program initiates I/0O and the device's controller fails to
return a flag (possible hardware malfunction or improper program
encoding). Without the controller time-out, the program that made
the I/0 call would remain in I/O suspension indefinitely, waiting
for the "operation done" indication from the device's controller.
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Privileged Interrupt Processing

RTE-6/VM allows interrupts from specified controllers to by-pass
the standard system I/O processing modules and be processed by
special routines. These I/0 operations are therefore
"privileged". Privileged interrupt processing 1is established for
time-critical tasks such as power-fail processing or processing
communication over a modem link.

I/0 controller interrupts that are allowed to be processed as
privileged are established at generation time. A special I/0 card
is placed in the backplane of the computer to physically separate
the privileged interrupt controllers from the standard system
processed controllers. The 1location of the "privileged-fence"
card (if present) is stored in the System Base Page. Privileged
controllers reside below the fence (greater priority) and
non-privileged controllers reside above the fence (less priority).

When a privileged interrupt occurs, the Privileged Fence card
holds off non-privileged interrupts. The system operates in the
"hold-off~interrupt" (not interrupt disabled) state until the
privileged interrupt has been processed.

The hold-off-interrupt state does not disable the interrupt
system. It allows a higher priority privileged interrupt to
interrupt a lower priority privileged interrupt. A non-privileged
interrupt is not allowed to interrupt a privileged interrupt. For
more information on privileged driver characteristics, see the
RTE-6/VM Driver Writing Reference Manual.



General Description

Resource Management

The RTE-6/VM operating system allows cooperating programs to
manage common system resources. A resource is defined to be any
element within the RTE-6/VM environment that can be accessed by a
user's program, e.g., an I/0 device, a file, a program, an area of
memory, or a subroutine. Cooperation between programs is
established by coding them to take advantage of a utility
subroutine (RNRQ) which allocates, deallocates, locks, and unlocks
an arbitrary identification number known as a Resource Number
(RN) .

Within the cooperating programs, the RN 1is logically related to a
particular resource by the statement stucture that comprises each
program. When a program seeks exclusive access to a resource, it
requests the system to lock the related RN. (The request is
granted only if no other program has already 1locked the RN;
otherwise the program is suspended until the RN is unlocked.) When
it is finished with the resource, the program requests the system
to unlock the RN so that other programs can lock it.

A RN is not physically assigned to any one resource. The logical
association between the RN and a resource is accomplished only by
the context of the statements within the program using the RN.
The RN is known to the system but the resource with which it is
associated is not, therefore all cooperating programs must agree
on what RN is associated with what resource. The use of resource
numbers is described in Chapter 5 of this manual.



General Description

Session Monitor

If the appropriate software modules (refer to the RTE~6/VM System
Manager's Manual) are included at generation time, the RTE-6/VM
operating system can be configured to provide controlled access to
system services and resources by multiple users.

With Session Monitor configured into the system, the user is
required to "log on" to a station (terminal) using an account ID
assigned to him by the System Manager. At system initialization,
the System Manager sets up an account file on disc which describes
the I/0 devices and the command capabilities assigned to each
account 1ID. When a wuser has successfully 1logged on, a Session
Control Block (SCB) 1is established for his "session" using
information taken from the account file. The Log—-on Processor
provides the session user with a copy of FMGR, and each command
entered is checked to verify that the user has the capability to
use the command as specified in his SCB.

The 1I/0 devices that the session user has access to must be
defined in a section of his SCB known as the Session Switch Table
(SST). The SST entries are taken from the session user's specific
account file entry (LU's associated with the user's ID) and from a
table in the account file common to all users known as the
Configuration Table (LU's associated with each session station).
The function of the SST is to link the session LUs on which a user
makes an I/0 request, to the system LUs that the I/0 request will
actually be directed to. When the user makes an I/O request, his
SST is searched for the LU specified in the request. 1If the LU is
found, it is switched to the associated system LU and the request
is processed. 1If the requested LU is not found, an error message
is returned, indicating that the LU 1is not defined for the user's
session. The SST therefore defines the system I/0 devices that
the session user can access.



General Description

When operating in the session environment, access to disc
cartridges is controlled by identifying them as belonging to a
particular user or group of users. Disc cartridges can be mounted
as:

* private cartridges - allows Read/Write access only by the
session user who mounted it and the System Manager.

* Group cartridges - allows Read/Write access only by members of

the group that the cartridge is mounted to and the System
Manager.

* System cartridges (LU 2 and LU 3) - allows Read/Write access by
the System Manager and non-session programs, read-only access
by session users. Can only be mounted or dismounted by System
Manager.

* System cartridges (global) - allows Read/Write access by any
system user. Can only be mounted or dismounted by System
Manager.

Within the account file is a table (set up by System Manager) that
indicates disc LUs that are available to session users (Spare Disc
Pool). If a session user wishes to mount a spare cartridge, and
has the capability to do so, a disc can be allocated from the pool
(a "working" copy of the Free Disc Pool maintained in memory) and
an entry is made in his SST indicating that he has access to that
cartridge. The entry in the disc pool is also flagged indicating
the disc is allocated.

Disc cartridges are mounted and dismounted via FMGR commands
discussed in the RTE-6/VM Terminal User's Reference Manual. The
formats of the session-related tables are shown in Appendix H.
Refer to Chapter 3 for further information on disc cartridges.



General Description

Language Support

The 1languages available for user program development in the
RTE~-6/VM operating environment are briefly described below. For
further information on these languages, refer to the appropriate
reference manual.

* FORTRAN---a problem oriented programming language that is
translated by a compiler. The FORTRAN compiler executes in RTE
and accepts source programs from either an input device or a
FMGR file. The resultant relocatable object programs and
listed output files are stored in FMP files or output to
specified devices. For further information, refer to the
appropriate FORTRAN Programmer's Reference Manual.

* Pascal/1000---A top-down structured programming language that
is translated by a compiler. The Pascal/1000 Compiler operates
in a similiar manner as the FORTRAN compiler. For further
information, refer to the Pascal/1000 Programmer's Reference
Manual.

* REAL-TIME BASIC/1000D---an optional, conversational programming
language that is easily learned, even by users without previous
programming experience. Each statement entered by the user is
immediately checked for correct syntax by the Real-Time BASIC
Interpreter. No separate compilations or assembly operations
are involved. A partly completed program can be run at any
time to confirm that it executes as the user intended. For
further information, refer to the Multi-User Real-Time BASIC
Reference Manual.

* Macro/1000---a machine-oriented programming language. Source
programs written in this 1language are accepted by the
Macroassembler from either input devices or disc files and
translated 1into absolute or relocatable object programs.
Absolute <code is output in binary records suitable for
execution on HP CPUs. For further information, refer to the
Macro/1000 Reference Manual.

* RTE Micro-Assembler---part of an optional support package for

on-line users of special microprogrammed instructions. The
Micro-Assembler translates source code into object
microprograms. For further information, refer to the

Micro-Assembler Reference Manual.



General Description

Executive Communication

EXEC calls are the line of communication between an executing
program and system services. The required calls are coded into a
program during its development phase. The calls have a structured
format plus a number of parameter options that further define the
specific operation to be performed.

The following is a partial list of system services available to an
executing program via calls to the EXEC processor:
* perform input and output operations

* Allocate and release disc space

* Terminate or suspend itself

* Load its segment

* Schedule other programs

* Recover scheduling strings

* Obtain the time of day

* Time—schedule program execution

* Obtain status information on partitions

Refer to Chapter 2 of this manual for complete descriptions and
format considerations associated with EXEC calls.



General Description

File Management System

The File Management Package (FMP) allows the user to manipulate
I1/0 devices and files. The user interface to the FMP can be
either interactive (using FMGR commands described in the RTE-6/VM
Terminal User's Reference Manual) or programmatic, (using FMP
calls described in Chapter 3 of this manual) .

The FMP 1library contains routines that are called from  user
programs and used to manipulate disc and non-disc files (files
which reference non-disc devices). Using calls to these routines,
the user can create, access, purge, and obtain the status of
files.

Files are classified according to the record format within the
file and the type of data the system expects to find in each
record. A file's type is defined when it is created and this
information is placed in its file directory entry. When a file is
accessed, this information is used by FMP to determine the files
characteristics and initiate the appropriate action as specified
by the type of file it is manipulating.

The user must also be aware of file types. Certain files are
formatted to facilitate random access (fixed—-length records), and
others are formatted for sequential access (variable-length
records). User-written programs should be coded to recognize and
take advantage of a file's characteristics if efficient file
manipulation is to be accomplished.

A file can contain up to (2**31)-1 records and can have a total
size up to 32767 X 128 blocks (1 block = 256 bytes). For files
with fixed-length records or variable~length records, the file
size is defined at creation and is extended as needed.

The following is a summary list of the services available to user
programs via FMP calls:

Create Files (disc file only).

Open files for specific modes of access.

Read and write to files.

Position to records within a file.

Close files to access.

Purge files from the system.

Obtain position and status information on files.
Rename files.

Obtain disc cartridge list.
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General Description

Refer to Chapter 3 of this manual for complete description and
format considerations associated with FMP calls.

System Library

The Sys