



















































































































































































































































































































































































































































































































































































REF

10.

Figure

DESCRIPTION SIZE
Rasic fixed control blocks 500
SYSTEM OPTIONS DESCRIPTION

Each potential concurrent input/output request

as specified in the MAXIO keyword of the IMSCTRL

macro statement. (Save sets) 1008
Fach potential concurrent conversation-sum of

main storage and direct access as specified in

the SPAREA macro statement. (CCB) us
Each transaction class. (TCT) 80
DATA COMMUNICATIONS DESCRIPTION

Fach line group as specified by a LINEGRP macro

statement (DCB): 40

. For 7770 LINEGRP, add 36

° For local reader line group, add 52

. For each direct SYSOUT line group, add 52

. For each spool SYSOUT line group, 55+9 2% (n-1)
where: n = number of data ssts assigned

o For VTAM node 0

Fach communication line or pool (excluding the
system console) as specified by a LINF or a POJOL
macro statement. (CLB) ) 124

Each terminal, or each 1050 terminal complex, or
each dial line subpool as specified by a TERMINAL
or SUBPOOL macro statement. (CTB) 96

Each terminal type, or each model, or each line,
or within any one type, model, or line where there
are different (CTT):

Translation requirements

Input/output buffer sizes

Screen sizes

Segment lengths

User output edit routines 36

Each terminal type for which the terminal

transmission code is unique within the systenm,

or the translation requirements are unique. For
example, 1050 and 2740 each have a unique

transmission code; or 27490 translated to uppercase

and lovwercase are unique translation requirements. 512
(Translation tables)

Each logical terminal name as specified by a NAME
macro statement. (CNT) 52

5-8 (Part 1 of 2). Control Program Nucleus -- Control Blocks
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REF DESCRIPTION SIZE

11. Fach 2770 terminal. (CXB) 20
12. Each physical terminal supported by the Message
Format Service. (CIB) 68
13. PFach SY5/3 or SYS/7 station and =ach 3601, 3614,
3767, 3770, or 3790 operator station (CRB). 32
Figure 5-8 (Part 2 of 2). Control Program Nucleus -- Control Blocks

IMS/VS AND 0S/VS LOADED MODULES -- CONTROL REGION

Depending on the terminal device support requirements and the Jata
base organizations chosen, different 0S/VS access method modules are
selected for loading into the control region. All IMS/VS and 0OS/VS
loaded modules that contain executable code can be placed in the systenm
link pack area. This may reduce the main storage requirements of an
IMS/VS DB/DC system. The detailed tablass in the "Storage Estimates
Source Data" section of this chapter contain the IMS/VS names of the
modules represented by the selection tables. In V¥S/2, modules in global
storage are loaded in CSA.

REW DESCRIPTION SIZE
SLOBAL LOCAL
1. Modules always loaded by the CTL region 155200 7000
2. Terminal support *
3. Add if DL/I VSAM Support 18000
4, Add if CONVERSATION option (unpack rtn) 256
5. Add if DC MONITOR option 3000 2000

TOTAL -~ Enter in table of working papers

* See the appropriate 0S/VS storage estimates publication, 0S/VS1

item 2.

Figure 5-9. Control Region -- Loaded Modules
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REF DESCRIPTION SIZE

GLOBAL LOCAL
1. DL/I data base change logging 2000
2. Modules used in common by message
queue manager and DL/I 6200
3. DL/I basic modules 129000
4. Miscellaneous modules 18000 7000
TOTAL 155200 7000

Figure 5-10. Modules Always Loaded by the CTL Region

Refer to Figure 5-22 to determine the module names that comprise
the list of always-loaded functions shown in Figure 5-10.

GLOBAL AREAS

Specific control blocks, pools, and IMS/VS modules require space in
global storage. In a VS/1 environment the space is in the IMS/VS
partition. In a VS/2 environment the space is in CSA (Common Service
Area) . See 0S/VS2 Storage Estimates for information on specifying CSA
storage.
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GLOBAL CONTROL BLOCKS

For a description of the control blocks represented by the items in

Figure 5-11, refer to Figure 5-23.

REF
1'

2.

DESCRIPTION

Basic fixed control blocks.

Each potentially active message or batch-message
processing region as specified in the MAXREGN
keyword of the IMSCTRL macro statement. (PSTs)
APPLICATION PROGRAM DESCRIPTION

Each application program as specified by an
APPLCTN macro statement. (PDIR)

Each transaction code as specified by a TRANSACT
macro statement. (SMB)

Each data base as specified by a DATABASE macro
statement. (DDIR)

Figure 5-11. Global Control Blocks

GLOBAL BUFFER AREAS

System Log Buffers

The following formula is used to calculate storage requirements for

the system log work area:

488 + A *(216 + B)

vhere:

A

B

5.26

nunber of output buffers (minimum of 2).

buffer size. Default is larger of: 1024 checkpoint log work
area or size of long message queue LRECL (min 576) plus 24 bytes

overhead.

IMS/VS System Programming Reference Manual
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18600

4096

)
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IMS/VS BUFFERS

During the execution of the control program, buffer space is required
for communication terminal input/output operations, data base management
control blocks, conversation work areas, program description blocks,
message gqueue management, system recovery (checkpoint/ restart), ani
data base input/output operations, and for miscellaneous use in command
processing, message generation, and application scheduling. The sizes
of these areas are specified in the EXEC statement for the control
program nucleus.

At the time execution begins, the main storage requirements are
summarized and a single area of dynamic storage is acguired
unconditionally. The area thus acquired is partitioned into storage
pools from which almost all IMS/VS dynamic requests are satisfied by
an IMS/VS storage management routine. Fiqure 5-12 relates the
specification of buffer sizes in the EXEC statement to their use by
the control program nucleus. The letters which appear in the left-hand
column correspond to those that appear in the supplied procedurs named
"INS", (Refer to "The IMS/VS Procedure library" chapter in this manual
for details about the IMS/VS procedures.) Refer to Figure A-8 in the
"Organization of Control Program" appendix of this publication for the
layout of IMS/VS buffers.
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PARM POSITION
IN PROCEDURE
QBUOF

FBP

PSB

PSBW

DMB

DBB

DBWP

TPDP

DYBN

WKAP

MFS

CWADP

NAME

Queue Buffer

Format Buffer

PSB Pool*

PSB Work Pool*

DMB Poolx*

Data Base Buffer*

Data Base Work Poolx*

Line Buffer

DBLLOG Buffers*

General Buffer*

MFSTEST

Communication Work
Pool

DESCRIPTION OF USE

Buffers used by message
queue management.

Buffers used for Message
Format Service control
blocks.

Program description blocks
stored here.

Buffers used for Inter-Region
Communications.

Data base description and
data base management control
blocks.

Data base input/output
operation buffer.

Temporary storage rejyuired
to process DL/I calls.

Communications line
input/output operations
buffer.

DB 1L0G buffers for dynamic
backout.

Miscellaneous requirements
for command processing,
application scheduling,
vorking storage,
conversation, systenm
recovery.

Maximum space available from
the line buffer pool for
use by the MPSTEST facility.

Temporary Storage Area

for disk SPAs. Storage for
incore SPAs while a
conversation is active.
Miscellaneous conversation
work areas (pack, unpack
commands: /EXIT, /REL,
/STA, /HOLD). ‘

* ITn VS/2 these buffers are in CSA storage (global).

Figure_5-12.

Buffer Specifications in IMS Procedure

Sizes of the buffer pool areas are directly related to performance.
There is a minimum size for each area. Below this minimum, full
function is no longer available. The discussion that follows describes
the calculation of the minimum pool size for function. It considers
the performance enhancement effects of increasing pool sizes beyond
the minimum values.
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Maximum Dypamic Storage to be Used by IMS/VS ENQ/DED

The IMS/VS enqueue/degueue routines are used to synchronize the
operation of the data base buffer pool. The IMS/VS engueue/dequeune
routines are also used to control potential update requests ("HOLD" in
data base retrieval calls). Another use of these routines is to isolate
changed data base segments from possible retrieval by other progranms
during the period in which the program making the change could be backed
out dus to deadlock or application program failure.

Data base buffer pool management requires a maximum of three enqueues

(held only during a single request) per message or batch-message

processing region.

The DL/I action modules use the IMS/VS enqueue/dequeue routine to
control data base changes. All seqments retrieved in HOLD status are
enqueued until the segments have been updated, or until another data
base request releases them. In addition, any segment that has been
updated is engueued until the program that requested the update
terminates, or, if the program is processing a transaction that has
single processing mode, requests the next transaction.

The IMS/VS enqueune/dequeune routines obtain and release storage
dynamically, as enqueue and dequeue requests are processed. If the
amount of storage actually obtained reaches the specified maximum, no
further enqueue requests are honored until sufficient storage is
released by dequeue requests. Since ths storage is obtained via GETMAIN
requasts, sufficient space within the control region must be reserved
for this function. The following formula is used for calculating the
amount of storage required for IMS/VS enqueue/dequeue routines:

Size of Storage for ENQ/DEQ Routines = I * N
where:

I = The value of the third subparameter (increment) of the CORE
parameter of the IMSCTF system definition macro.

N= (322 % (B + C+ D+ E + 3F +G + 3H)) /I

A = The number of concurrently scheduled regiomns.

B = The number of data base root segments that can be accessed to
satisfy a given retrieval call. (Note: Count only the roots
that could be accessed if the call were satisfied without having
to search multiple data base records).

C = The maximum number of data base segments that can be retrieved
in HOLD status in a single call.

D = The maximum number of segments that an application program can
request to be reserved by the enqueue command code before it
issues a corresponding dequeue DL/I call, or reaches a
synchronization point.

E = The maximum number of data base segments that an application
program can alter before it reaches a synchronization point.

F = The maximum number of data base segments that an application
program can insert before it reaches a synchronization point.
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= The maximum number of data base segments that can be marked
deleted by only their logical path, or only their physical path,
due to an application program's delete call prior to the
application program reaching a synchronization point.

1 = The number of delete requests that can be made by an application
program prior to the application program reaching a
synchronization point.

The values for B, ¢, D, B, F, G, and H, above, can bes estimated by
use of a matrix that shows intent by data bases, similar to that shown
in Fiqure 3-1 in the IMS/VS System/Application-Desiqgn Guide, in
conjunction with the data base descriptions that define the specified
data bases.

Also, any data base segment types that are processed with an intent
of Exclusive can be deducted from the above values.

Program and Data Base Description Buffers

Before an application program is scheduled into a MSG or a BMP
region, the ACBs (application control blocks) required for this program
must be loaded. The ACBs are further broken down into two groups: the
PSB (program specification block) and the DMB (data management block).
The PSB is subdivided into sections called PCBs (program communication
blocks) . There are two kinds of PCBs, a TP PCB (teleprocessing PCB)
and a DB PCB (data base PCB). The TP PCB contains the identity for
output message destinations. The DB PCB describes the application
program's view of the data bases described by the DMB. '

The PSBs and DMBs are loaded and managed in separate pools called
PSB buffer pools and DMB buffer pools. The PSB buffer pool calculation
is discussed first, followed by the DMB buffer pool space calculation.

PSB Buffer Pool: One PSB is required for each concurrently active
application processing program. The functional minimum size of the
PSB buffer pool is the size of largest PSB which must occupy that pool.

Calculating the minimum size of the PSB pool is tedious, but not
complex. Determining an optimum size for the PSB buffer pool involves
consideration not only of the sizes of all PSBs used by the systenm,
but also the conflicts of intent toward particular seqments in the jata
bases referenced by those PSBs. For example, although PSB! may be the
largest PSB and PSB2 the second largest, it may be unnecessary to
reserve PSB pool space equal to the sum of PSB! and PSB2 for concurrent
execution because conflict of intent prohibits concurrent execution.

If both were quite large, say 8K each, and PSB3 (the next largest) were
only 2K, then perhaps 10K is a reasonable value. However, if in
addition PSB! and PSE2 were low usage, and only the function were
required, then 8X might be adequate. Since PSB3 is third largest, at
least a total of four PSBs could be resident for performance most of
the time. If only PSB3 were 2K and all others 1K or less, then at
least seven PSBs could be resident most of the time.

The basic requirement is function. Having met the minimum fanctional
main storage requirement, performance tradeoffs can be made at will.
In general, the larger the PSB buffer pool, the better performance will
ba. Of course, a buffer pool size larger than the storage reguired
for all PSBs to be concurrently residsnt provides no additional
performance advantage.
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PSB POOL CONSIDERATIONS IN AN O0S/VS SYSTEM

When executing in an 0S/VS system, the PSBs should be looked on as
two separate control blocks. The first block is the PSB prefix and
PCBs. The second block is a work area, made up of the current index
maintenance area and segment work area, plus the additions which are
the control region copy of the application program's call list, SSAs,
and I/0 area. The two areas are obtained separately at application
program schedule time. The first part, the prefix and PCBs, is retained
in the PSB pool. The work area is obtained from the PSBW pool when
the application program is scheduled and is released when the
application program terminates.

To determine the size of the PSB area in a VS system, use the
following formula:

PSB Area = A+4B+C+D

where:
A = PSB prefix.
B = Size of the TP PCBs.
C = Size of the DB PCBs,.
D = Index PCB Size.

Items A, C, and D are calculated using the formula sapplied in the
preceding section under IMS/VS PSB (Program Specification Block).

The following formula is used to estimate the size of item B
(Teleprocessing PCBs):

C = N(UBJ + 6U4)

where:
N = The number of TP PCBs in the PCB.
J 0 if the application is not PL/T.

nn

1 if the application is PL/I.

To determine the size of the PSB work area, use the formula supplied
in the preceding section under IMS/VS PSB (Program Specification Block).

DMB Buffer Pool: Fach DB PCB in the PSB names a DBD. When resident

in the control program region, the DBD is called a DMB (Data Management
Block). When an application is active, all DMBs referenced explicitly
by PCB statements in the PSB must be resident. In addition, all DMBs
referenced implicitly must also be resident. This includes logically
related DMBs and INDEX DMBs. )

The functional minimum size for the DMB buffer pool is that required
to store the largest complex of DMBs explicitly or implicitly used by
a single application proaram. The size of any given DMB can be
ostimated using the formula supplied in the preceding section under
IMS/VS DBD (Data Base Description).

As the demand for buffer space in the DMB pool exceeds available
unallocated space, the data sets which comprise the least-used DMBs
are closed, and the space occupied by the DMB is freed. DMBs are freed
one at a time, until there is sufficient space available to satisfy
the demand for a new DMB.
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Fach time a DMB is added to the buffer pool, the operating system
data sets must be opened. Only those data sets that represent a data
set group to which the application has data sensitivity are opened.

Before releasing the space occupied by the DMB, those data sets are o
closed. The time involved to perform OPEN and CLOSE is substantial.
Fraquent exchange of DMBs causes a dramatic decrease in response time .

and overall performance. Message traffic must be carefully analyzed
by DMB usage to determine optimum buffer size. It is recommend=d that
the application design personnel at your installation consider the
potantial performance impact and storage requirements generated by the
proliferation of data bases and the logical relationships among data
bases. The system degradation caused by continual rotation of the DMB
pool is significantly greater than that caused by rotating the PSB
pool.

The input/output areas required for use of all data bases in the
DB/DC system are acquired from the data base buffer pool. No part of
the buffer pool is owned exclusively by a data base or an application
proyram. As buffers are used for data base input/output operatiomns,
they are retained as long as possible. When the demand for new buffer
space exceeds available unallocated space, the oldest active areas are
freed to meet that demand. When sufficient space is freed, it may be
necassary to consolidate it into a contiquous area. If this happens,
only those buffers surrounded by the fragmented free space are relocated
to permit consolidation. Use of a buffer, whether for real or logical
input/output, causes it to become the most recently active. A single
data base, used by several applications at the same time, can have
several active buffers. Conversely, a single application can have
several active buffers from several data bases. Note that "active",
as used in this discussion, does not mean allocated or reserved; it .
means only that the data in the buffer area is current. 2All buffers .
could become inactive if the demand for a new buffer were sufficiently
large. The demand for allocation of buffer space is directly related -
to how recently the data occupying the buffers was used. It is
constrained by the total size of the buffer pool to be managed, as well
as by the distribution of buffer sizes demanded.

N

—

The minimum functional size of the data base buffer pool is
represented by the following formula:

Minimum Size of Data Base Buffer Pool = A+B+C
vhere:

A

2 times the largest block size, excluding HSAM, plus 300.

B = Sum of each HSAM data set block size, plus 18 for each HSAM Jata
set. The sum represents the maximum number of HSAM data sets
that will be concurrently open.

-

5.32 IMS/VS System Programming Reference Manual



()

(@]
1]

0 if HISAM with no logical relationships and no alternate inijex.

T for all organizations with logical relationships or

alternate indexing, the largest sum of the values calculated
for every possible deletion path in all data bases. Fach time
a dolete path enters a data base (including the first time, and
every recurrence, into the data base in which delete processing
began) develop a value using the following formula.

Delete Data Base Transit Formula:
T = 54+D+E
where:

D = 16 times the number of hierarchic levels in the Jata
base entered.

E = Length of the maximum concatenated key of the data base
entered.

For storage requirements for the DL/I VSAM buffer pool, see "IMS/VS
Data Base Buffer Pools" in the "Data Base System Storage Requirements"
section of this chapter.

Statistics on the operation of the data base buffer pool are
available. They may be obtained through use of the /DISPLAY POOL
command. A description of the /DISPLAY command appears in the INMS/VS

Operator's Reference Manual. The information you receive from /DISPLAY

provides a way to optimize the use of the data base buffer pool.

INS/VS Data Base Work Pool

The DL/I action modules dynamically obtain working storage from the
pool to allow processing of some DL/I calls. The sizs of the storage
obtained varies with the type of call being processed, for example,
REPLACE, INSERT; and the size of the largest data base control interval
or blocksize. Typical storage sizes are between 2K and 4K. The total
pool space should provide a minimum of 2K per potentially active messags
processing region or batch message processing region.
General Buffer Pool

The general buffer pool is used by checkpoint/restart and application
scheduling. The minimum functional requirements for this general buffer
pool are represented by the following formula: '
Sizz of General Buffer Pool = A+B+C+D* (MAX(E,F,80) +28)
where:

The size must be greater than or egual to 5120 bytes.

A = 1024 bytes or the size of a long message buffer, whichever is
larger, used by checkpoint/restart.

B = 124 bytes used by application scheduling.
C = 2048 bytes for miscellaneous system use.
D =1 if systen contains 2770 terminal with any of the following

components: 2265, paper tape reader, or an 05) MDI; otherwise,
D=0.
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E = Larqeét value specified in the PTSEG= operand of a 2770 terminal
statement.

F = Largest value specified in the MDISEG= operand of a 2770 terminal
statement, ‘

a

The size of this pool is particularly critical when a varying number
of main storage conversations can be in process. Because transient
requirements for application scheduling are met from the general pool,
a marginal amount of storage could reduce throughput, or interlock the
systemr for varying periods of time.

The Data Base log buffers are used in writing and reading the disk
data base log data set, IMSVS.DBLLOG. The minimum buffer size is 1K,
and is increased in increments of 1K to a maximum of 32K. This data
set is used for dynamic backout. The space allocated to the buffers
affects system performance. Since it is a sequential data set, the
more buffer space, the better the performance.

Queue Buffer Pool.

Queue buffers are owned by the message queue manager. They are used
for writing and reading all messages by communications terminal
management, and by data base management when retrieving or inserting
messages in behalf of an application program. 1In addition, they are
usel as an expansion to the QCB ENQ and QCB DEQ pointers in logical
terminal blocks (CNTs) to provide additional queues for message output.

The storage requirement, then, is a function of the number of buffers
plus a fixed amount of overhead. The default size for a queue buffer —
is 576 bytes. The following formula is used for calculating the size (
of the queue buffer pool: ' e
OQueue Buffer Pool Size = A*x(B+40) +160.
where:

A

1]

number of queue buffers.

B size of gueue buffers.

The 576-byte default queue buffer size value allows ten records per
track on a 2314, Fixed overhead per buffer consists of 40 bytes for
buffer management.

The number 5f queue buffers assigned by system definition is 4 plus
1 for every ten transaction codes or logical terminals. Both the size
and the number of gqueue buffers can be varied at system definition.
The minimum number of buffers that must be assigned is three. The
minimum size that must be specified is limited by terminal line length
plus overhead (192 bytes). A S576-byte buffer can hold twelve queune
block records, three short message records, or one long message record.

A queue block record number is permanently assigned to a logical
terminal when the first message is received that indicates that
destination. From then on, all references to the destination may refer
to that queue block record. Depending on the size of a message segment,
or the averaqge size of complete messages to a given d2stination,
whichever is larger, either a short or a long message record is assignel
to a given write request.

)
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All buffers in the queue buffer pool are managed with a single
"latest referenced" chain. Since the buffers are all the same size,
no buffer need be moved. However, if a given buffer is at the bottom
of the chain, and a block is requested that is not currently in the
pool, the low block is written to disk, if necessary, and the requested
block is read into its buffer space.

The only problem involved in having the minimum size queue buffer
pool is one of disk contention. In small systems with low traffic
volumes, the minimum size queue pool can be used; however, the average
user should allocate at least eight buffers. TIf the number of buffers
available exceeds the amount of message traffic, no access to the queue
data sets is required. Thus, if thare are more available gqueue bhuffers,
there is potential for greater throughput.

For additional information on message queue management, see
"Operation of Queues," in the "Design and Control of the Data Base/Data

The following factors should be considered when defining the format
buffer pool size and the number of fetch request elements:

e Average size of format blocks.

e Total number of unigque format blocks.

e Direct access device type.

e Number of 3270 terminals which will be using MFS concurrently.
e Response time required at terminals.

e Largest format block combination which must be in main storage at
one tinme.

e One fetch request element is required for each active request and
for each block that is in main storage. 3If all format blocks are
1000 bytes long and you have specified 10 fetch request elements,
the maximum pool space used for the format blocks is 10,000 bytes.
A1l requests for block space can require up to 8 additional bytes
of space over the size of the block itself.

IMS/VS Storage Estimates 5.35




Format

format

Block Pool Storage Estimates: The storage estimate for the

block pool is the sum of the fixed area, variable area, and
block space, calculated as follows:

FIXED AREA
0S/VS DCBs 352 bytes
Statistic Counters 80 bytes
Pool Control Blocks 128 bytes
Directory I/0 Area _512 bytes:
Total Fixed Area = 1072 bytes

VARIABLE AREA

Fetch Request Elements (FRE)
= 40 bytes per FRE

Directory Index

= Total number.of-blocks x 12.

o ——

Resident Directory (optional) (see "Message/Format Service
Utility" in the IMS/VS Message Format Service User's Guide)

= number of selected block names x 14

FORMAT BLOCK SPACE
Select largest of:
a. 14336,
b. (number of 3270 lines) x largest of: (2030 or
average block size obtained by using the Format

Block Pool formula calculations shown later in
this chapter).

Therefore, the total Format Block Pool Storage Estimate =

Fixed Area + FRE + Directory Index + Resident Directory + Format
Block Space.

Format Block Pool

—— e -

The
Set is
source

These formulas do not consider literals that can be mapped to another

e s ————

following four formulas make reference to a FMT Set. Tha FMT
defined as the FMT descriptor and all MSG descriptors whose
(SOR=) format is the PMT descriptor.

literal, thus potentially reducing the actual size of the block as

stored
"ABC" ’
"ABC" v

in the online format library. For example, the three literals:
“"AB", and "BC" can be mapped (compacted) to a single string of
making the block literal section have three bytes rather than

the seven bytes predicted in the following.

5.36
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The following formula is used to calculate the 3270 DIF block size.
This computation is to be performed by DEV statement level within the
FPMT descriptor:

Size =

where:

20+A+B+C+2C 1+DE+6F+6G+6H+ M+ N+6P+2 Q+T+V

10 if DEV statement specified PFK, PEN or CARD;
otherwise, A=0

8 if DEV statement has PEN=fieldname; otherwise,
B=0

12 if DEV statement has PFK= operand else C=0

= number of PFK entries specified

length of longest PFK= literal

nunber of PFK= literals specified

nunber of DPAGE statements for DEV; minimum=1
total number of physical pages defined for device

total number of fieldnames specified in all DPAGE
CURSOR= operands for the device

index to current physical page for following values

nunber of names DFLD statements for physical page

total number of unique named fields for FMT Set
6 if PASSWORD DFLD present; otherwise, L =2
I

i=6
2. (63 +2(R-J +1)+L )
i=1 I . I

conbined length of all PEN= literal lengths +2 for DFLDS

number of DFLD statements with hi-intensity literal

number of OPCTL= operands; otherwise, Q=0

total number of IF statements per TABLE; otherwise, R=0

number of IF statements with branch labels per TABLE;

otherwise, S=0

index to current table
u=0

3 (7TR+2s)

u=0

combined lengths of all literals for all TABLE(S);
otherwise, V=0
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The following formula is used to calculate the 278X, Sc1, sC2, and
3600 DIF block size. This computation is to be performed by DIV
statement level for 274X, SC1, SC2, and DEV statement level for 3600
within the PMT descriptor:

Size = 2U+UR+8B+6C+E+F+6G+6H+20+T+V
vhere:
A= total number of DPAGE statements defined; otherwise, A=1

B= . number of conditional DPAGE statements; otherwise, B=0

C= number of named DFLD statements for DIV if 274X, for
DEV if 3600 '

D= total number of unique named fields for FMT set
E= 2 (D-C+1)

F= number of defined FTAB characters +1; otherwise, F=4
for 274X or ¥=1 for 3600

G= total number of skipped lines between field definition
if DEV statement has MODE=RECORD defined and FORCE
option is not defined; otherwise, G=0

H= numrber of undefined column areas (in RECORD mode) or
position areas (in STREAM mode) of 1 byte or more
between fields and FORCE option is not defineq;
otherwise, H=0

0= number of OPCTL= operands per device; otherwise, Q=0

R= total number of IF statements per TABLE; otherwise, R=0

S= number of IF statements with branch labels per TABLE;
otherwise, S=0

u=Q
T= 3 (TR+2S)
u=0
U= index to current TABLE

V= combined length of all literals for all TABLES;
otherwise, V=0
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The following formula is used to calculate the 3270 DOF block size.
This computation is to be performed by DEV statement level within the

FMT descriptor:

Siza = 16+16A+2AB+9C+24C1415(D-1) +17E+F+5G+6G1+6H

where:
A= number
B= number
C= number

Cl= number
output

of DPAGE Statements or minimum value of 1
of unique fieldnames defined in FMT SET
of physical pages if SYSMSG= defined

of DFLD fieldname statements for which no .
message uses dynamic attribute modification

for first physical page

D= number
output

E= number

of DFLD statements with fieldnames for which an
message uses dynamic attribute modification -C1t

of DFLD statements for literals

F= combined total of all literal lengths from E

G= number

of separate undefined areas of 1 byte or more

for all physical pages

G1= quotient of division:

s
51

Add 1 if remainder # 0

H= number of occurrences of unique fieldnames which are
defined on more than one physical page within a DPAGE
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The following formula is used to calculate the DOF block size for
all other device types:

Size = 16+16A+2AB+12C+6D+8E+F+ (8G+H) + 14T +6J+K+8L+UM+N+8P +T
where:
A and B same as for 3270
C= number of fieldnames with ATTR=YES
D= number of fieldnames with no- ATTR=YES
E and F same as for 3270
G= total number of separate unused areas of 2 lines or more.
G=0 if FLOAT option specified. G=1 if vertical tab stop

replaces NL characters for SC1. Unused area at end of
physical page should only be added if SPACE option specified.

H= (3600 devices) the value here is U

I= (3270P only) number of internal pages required. To
approximate: for an external page of 55 lines with 80
columns of data, 3 internal pages are required for Model 2
and 11 for Model 1.

I= (all other devices) number of DPAGE statements specified

J= number of DFLD fieldnames which span device physical lines

K= (36JP, 36PB, 36FP) if FORMS = literal specified, K=28 +
length of literal

L= (36JP, 36PB, 36FB) number of EJECTs to perform; if no EJECT
L=1

M= (36FB only) number of entries in SELECT=
N= (36DS only) number of entries in ORIGIN
P= (36DS only) number of cursor entries
T= (SCS1 only if HTAB OFFLINE or ONLINE)
504#6I+1 (20RS)
where: I= number of DPAGE statements
0= number of horizontal tab stops

R= number of defined DFLD lines
S= number of physical pages per DPAGE
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The
Size =

where:

The
Size =

where:

following formula is used to calculate the MID block size:

18+ 2A+10B+6C+6D+E+2F+2G+16 H+21+2J

number of unique fieldnames in FMT Set

number of SEG statements or minimum value of 1

nunmber of MFLD statements for fieldnames

nunber of MPLD statements for literals

combined total length of all literals from HFLD statements

nunber of unique fieldname occurrences in more than 1 NFLD

statement

number of MFLD statements using the LTH= (pp,nn) option

nunber of LPAGE statements defined;

otherwise, H=1

nunrber of default literal MPFLD; otherwise, I=0

number of MFLD statements with EXIT=
otherwise, J=0 :

parameter defined;

following formula is used to calculate the MOD block size:

m value of 1

combined total length of all literals from the COND= operand

16+28 A+6 B+2C+D+F+2H
A= number of LPAGE statements or minimu
B= number of MFLD statements
C= number of MFLD statements with literals
D= combined total length of all literals from the MFLD
statements with literals
E= number of unique fieldnames for the FMT Set
F=
of all LPAGE statements
= number of unique fieldnames in LPAGE
(i) (i)
i=p
A= Y. (-6 )
i=1 (1)
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Line Buffer Pool

Terminal input/output operations are performed from the storage
assigned to the line buffer pool. The amount of storage required varies .
by terminal device type, terminal device model, and kind of output
operation being performed. Minimum function for communications message
handling can be supported by assignment of a value that is the largest
of the three kinds of requirements:. For performance, the line buffer
pool should be large enough for one input or output buffer for each
unbuffered line, and each buffered terminal, under all traffic
coniitions., 1A value that represents the peak concurrent demand for
buffers may be excessive. A smaller value, although it results in less
frequent line service, may be more appropriate. It is recommended that
the value assigned is not less than the average or modal demand for
buffers. -

INS/VS systems that include 3270 and message format service support
have a more dynamic and application-dependent requirement for
communications buffer pool space. The best method for determining a
reasonable value for the pool size is by use of the /DISPLAY POOL
command during actual execution. If the space currently in use is
consistently only slightly less than the pool size, performance can
normally be improved by increasing the pool size. The following factors
influence communications buffer pool space requirements when 3270 and
message format service are included in the system:

e For output
Select the largest of:
a. U096
b. Sum of:
1) 3270 Local lines (largest of):

a) maximum number of input characters x number
of lines.

by 1250 x number of lines.
2) 3270 Remote lines
1250 x number of lines.
e For input
a. The éize of the largest field in the device input format.
b. For option 3* input messages, input requires:

18 x NS + 4. x NF + SF + L b)ytes.

where:
NS = number of segments in the message.
NF = number of fields in the message.
SF = the sum of the defined lengths of all fields in

the message.

a
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c. For options 1* and 2* input messages that do not hawve device
input data mapped to message segments, such that segments
are completed before data for succeeding segments is located,
the maximum requirement is:

16 x NS + SF + U4 bytes.

d. For 3270 local line buffers, each started 3270 local line
requires the amount of space specified in the BUFSIZE
parameter during IMS/VS system definition. However, if this
space is insufficient for an input message, this value is
increased by 300 bytes. The value can be incremented more
than once. When this happens, it is indicated by the
printing of message DFS254 at the master terminal.

If the system includes the MFSTEST facility, line buffer pool space
is used for format control blocks when terminals are in MFSTEST mode.
A limit to the amount of space that will be used for this purpose is
spacified at system definition. It can be changed by the control rzgion
EXEC statement. The maximum value that can be used is the line buffer
pool size -- 5000. Assuming that the MFSTEST mode is normally used
for one or more terminals on a single line at one time, the value should
be greater than the size of the largest MOD-DOF block combination that
is to be used. PFormat control block sizes can be estimated by using
the formulas shown later in this chapter. The Message Format Service
utility lists the sizes of control blocks that have been created and
placed in the format library. A recommended value for maximum space
is 50% of the line buffer pool size. The higher the percentage
specified, the greater the chance of performance degradation when
terminals are operating in MPSTEST mode.

The MFS position of the parameter in the EXEC statement specifies
the maximum space limit for MFSTEST usage in 1K increments.

Message Format Service- User's Guide.
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Communication Work Area Pool (CHRAP)

The communication work area pool is used by command and conversation
processing. Use the following formula to estimate its size:

CWAP Size = A+B+C+D
vhere:

A

A maximum of 2048 bytes used by command processing.

B = The largest of the following three values used for conversation
processing. %Zero, if conversational processing is not part of
your system.

. Work area Jof 80 bytes

. Maximum direct access SPA + 56 bytes

. Maximum core SPA + 56 bytes
C = The number of in-core CCBs*the maximum core SPA size.
D = Temporary workspace =

2% (the number of in-core CCBs*the maximum core SPA size)+
3% (the number of disk CCBs*the maximum disk SPA size)

The number of concurrently processing conversations may be limited
if this pool is too small.

Fiqure 5-13 shows the input buffer size requirements by device type
and model, and the output buffer size requirements by type of operation.
Short messages include both single segment output from application
programs and responses to commands. For short -messages, only the actual
output buffer size needed is acquired. For long output messages, the
values in the tables apply.
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BOFFER SIZE

IN BYTES
TERMINAL TYPE INPUT OUTPOT
e 1050 148 204
e 2740 Model 1 148 204
e 2740 Model 2 Buffer 120 See TERMINAL 136 136
e 2740 Model 2 Buffer 208 macro statement 264 264
e 2740 Model 2 Buffer 440 456 456
e 2260/2265 Model 1 (2848 Model 3) 976 976
e 2260 Model 2 (2848 Model 1) 254 254
e 2260 Model 2 (2848 Model 2) u9y 49y
e 2770 line with basic 2772s 148 148
e 2770 line with buffer expansion 2772 276 276
e 2770 line with additional buffer expansion 2772 532 532
e 2780 416 416
e 2980 Non-switched Multipoint 100 100
e 2980 Non-switched Multipoint with RPQU835503 200 200
s 3270 local Display See Note 1 T+data
e 3270 Local Printer- 6 T+data
e 3270 Remote 392 92+data
s 3270 Switched 382 382+4data
e 3270 VTAM -— 138+data
e 3600 -— 158+Note 2
e 3614 -—- 156+Notes 2,3
e 3740 514 514
e 3767 -—-- 392
e 3770 -—- 392
e 3790 ‘ -—- 158+#Note 2
e VTAM Receive any buffers 144+Note 4
e 7770 (User Specified) Max =(256,256) 50 50
e System Console 148 - 136
e 2741 148 204
e 33/35 Teletypewriter (ASR) 200 200
e SYS/3 2(10+data) +30 14+data
e SYS/7 38+data 11*42 (data)
e Local Card Reader 90 10
e Direct SYSOOT 10 See Note 1
e Spool SYSOUT ' 31 See Note 1

- * If FEAT=PTTC/EBCD is specified in the STATION macro, then 11+data.

1. User-defined at system definition. 306 minimum for 3270 local.

2. User-defined output buffer size. Refer to the OUTBOF parameter of
the TERMINAL macro statement in the IMS/VS Installation-Guije.

3. User-defined retention area size. Refer to the RETSIZE parameter

4, User-defined at system definition. Refer to the RECANY parameter
of the COMM macro statement in the IMS/VS Installation Guide.

Figure 5-13. Communications Input/Output Line Buffers

DYNAMIC STORAGE REQUIREMENTS -- CONTROL REGION
The dynamic storage requirements within the control region include

work areas and control blocks. The majority of requirements are
generated indirectly by the use of the 0S/VS supervisor services. Some

IMS/VS Storage Estimates 5.45



lirsct requirements for work areas and control blocks are generated by
IMS/VS. Pigure 5-14 summarizes the 0S/VS requirements.

DESCRIPTION SIZE
1. Work areas, save areas. 5000
2. OPEN/CLOSE work area. *
3. BISAM IdB, one per concurrent operation using ISAM

data sets. *
4, BISAM channel programs, one per open ISAM data set. *
5. BSAM IOB and channel programs, one per data set. *
6. BTAM IOB and channel programs, one per open

communication line. *
7. If os/vs1, add for control blocks. 2568

8. If 0S/Vs1, add for data extent blocks (DEBs) for each
open data set.

OSAM 92 bytes

7770 80+4*Lines bytes

ISAM

BSAM

BTAM

GAM

VTAM (only 1 per INMS) ‘ *
9, If 0S/VsS1, add for TIOT space. *

10. 7770 I0B and channel program, one per open
communication line. 104 bytes

* See the appropriate 0S/VS storage estimates publication, 0S/VS1
Storage Estimates, or 0S/VS2 Storage Estimates, for calculating
items 2 through 6, 8, and 9.

Fiqure 5-14. 0S/VS Storage Requirements in Control Region

IMS/VS DYNAMIC STORAGE REQUIREMENTS
The IMS/VS requirements for work areas and control blocks from the
dynamic area are summarized here:
DESCRIPTION SIZE
1. Work areas. 288
2. If security specifications other than d=2fault,
see the formula below to calculate storage for

security tables.

3. Use the formula for calculating storage for ENQ/DEQ
routines to calculateé dynamic storage requirements.
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TOTAL INS/VS DYNAMIC REQUIREMENTS

The following formula is used for calculating the size of the
security table area:

Security Table Area Size = AB + C(D/8) + A(E/8B).
vhere:

A = Number of passwords.

B = Maximum length of password.

C = Number of unigue sets of terminal security specifications. For
example, assume logical terminals X and Y can enter /START
command and transaction code PAY. Even though three logical
terminals are involved in the security specification, there is
only one unique set of requirements common to all.

D = Numbar of logical terminals in systen.

E = Number of unique sets of password security specifications. For
example; if passwords AA, BB, and CC are valid for use with

transaction €ALC, command /SET, and command /LOCK, there is only
one unique password security specification.

MESSAGE AND BATCH-MESSAGE PROCESSING- REGIONS

For the purposes of storage estimates, the message and batch-message
processing regions are identical. PFigqure 5-15 represents, conceptually,
the physical organization of these dependent regions during execution.

IMS/VS
\ USER APPLICATION X 0S/VS
EGION .
QUEUE REGIO \\§§§ N HORKING os/vs
N
SPACE AND R omace LOADED
PROGRAM PROGRAMS

CONTROL

Figure 5-15. Message or Batch-Message Region Organization

The actual division of the areas shown in Figure 5-15 is not
precisely disciplined. The shaded area represents the dynamic¢ portion

-of the region that is available for use interchangeably by IMS/VS and

user programs. It is one contiguous area in the center of the
addressable space.

Figure 5-16 contains all the values necessary for calculation of

the region size. Figure 5-16 then, is your worksheet for the storage
estimates for message and batch-message processing reguired.
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05/VS 1 0S/Vs2
DESCRIPTION PART REGION

1. IMS/VS region and program control. 20,000 20,000

2. User application program area in
Figure 5-15. Fill in progranm size.
TOTAL
Figure 5-16. Message or Batch-Message Region Size and Worksheet

See Figure 5-24 for an explanation of the values in Figure 5-16.

DATA BASE/DATA COMMUNICATION STORAGE- REQUIREMENTS EXAMPLE

ENVIRONMENT

Storage requirements are based upon fhe environment outlined below:
0S/¥s-

. 0S/VS2 V=V configuration.

° Step termination is resident in Link Pack Area (LPA) (IEFSDO61).

° DL/I basic modules are in LPA because of anticipated frequency
of concurrent batch and online processing (see Figure 5-10).

. HS and HD indexed, update function, and no write check are

resident in LPA, because of frequency of use by concurrent batch
and onlinpe processing.
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. Applications

18 programs.

23 transaction codes, one is conversational.

6 data bases,

in 7000-byte blocks.

1 transaction class.

) Terminals

2740 Line

Line 1:
Line 2:

2740 Line

Line 1:
1050 Line
Line 1:
1050 Line

Line 1:
Pool:

2780 Line

Line 1:

Group, Non-switchel
1-2740 Model 1
2-2740 Model 2

Group, Switched

1-2740 Model 1
Group, Non-switched
1-1050

Group, Switched

1-1050
2-subpools
Group, Non-switched

1-2780

HS and HD excluding HSAM, all stored on 2314

There is one logical name for each terminal or subpool, plus
one for the master terminal.

. System Options

A control region worksheet is provided in Figure 5-19.

6 concurrent IMS/VS subtasks can operate.

3 concurrent message or batch-message regions can operate.

11 concurrent exclusive control requests can be outstanding.

3 main storage scratch pad areas of 100 bytes are to be

available.

6 direct access 'scratch pad areas of 150 bytes are to be

available.

In the

"Control Region Calculation” discussion that follows, the term
"worksheet" refers to Fiqure 5-19.
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CONTROL REGION CALCULATION

The size of the CTL (control region) will be calculated first.
Referring to Fiqure 5-6, the resident portion of terminal support is
necessary to determine the size of the control program nucleus resident
coda. The total resident code for terminal device support from Fiqure
5-7 is 12600 bytes (Item 6 of Figure 5-6). Since the conversational
option was elected, the total basic and optional code from Figure 5-6
is 167100 bytes. This value is entered on the worksheet at line 1a.

Referring to Figure 5-8 and the assumed environment, calculate the
generated control blocks, line 1b of the worksheet:

Reference Description Size
1 Basic fixed control blocks 500
2 Six concurrent subtasks 6*1008 6048
3 €oncurrent conversations o*48 432
i Transaction classes 1%80 8¢
5 Line groups 5%40 200
6 Lines and pools 5%124 620
7 Terminals 9%96 864
8 Different sets terminal

attributes 6%*36 216
9 Translation 6%512 3072
10 Logical terminal names 10%52 _-_520
Size of generated control blocks 12552

Enter on the worksheet this total size of generated blocks on line
1b, and place the total of 1a plus 1b in the box to the right of 1b.
The total size of the control program nucleus is 179652.

Line 2 of the worksheet is for locally loaded modules in the control
region. Refer first to Fiqure 5-9. Terminal support of 7152 bytes is
derived from 0S/VS storage estimates. The total locally loaded module
support to be entered in the box at line 2 of the worksheet is:

Always loaded 12000
Terminal support 7152

- =

19152 (19200 rounded)

Line 3h of the worksheet is for globally loaded modules. UNote that
the environment described contains certain modules in the resident LPA.
The size of these modules can be found in Figure 5-10. The values
shown in Figure 5-10 are included in the modules shown at line 1 in
Figure 5-9. Therefore, a deduction must be made because some of thenm
have been selected to go in the resident LPA. Line 1 of Pigure 5-9
has been adjusted for DL/I Basic modules in the LPA.
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‘The total globally loaded module support to be entered at line 3i
of the worksheet is:

Always loaded (adjusted) 20700
The total DL/I code resident in the LPA is:
Always loaded 134000

Referring to Figure 5-11 and the assumed environment, calculate line
3a of the worksheet, global control blocks:

Reference Description Size
1 Basic fixed control blocks 18600

2 Three processing regions 3*%4096 12288

3 Application programs 18 *4 4 792

4 Transaction codes 23 %68 1564

5 Data bases 6*40 240
Size of global control blocks 33484

Enter on line 3a of the the worksheet.

Calculate the storage requirement for the system log work area using
the formula shown in this chapter for system log buffers:

488 + A *(216 + B)

A= 2 The number of log buffers
B=1048 1024 + 24, checkpoint log workarea
+ overhead

488 + 2 * (216 + 1048)
= 3016
Enter the result on line 3h of the worksheet.

The buffer areas, lines 3b through 3g and lines %a and 4c on the
worksheét, are calculated next. The environment description contains
23 transaction codes and 10 logical terminal names. Using the default
queue buffer size and calculation for the number of buffers, the buffer
length is 576 and the number is 4 + [ (23 + 10)/10] = 4 &+ 3.3, or 8
buffers. The size, calculated with the queue buffer pool size formula
(shown under "Queue Buffer Pool" in this chapter), is 8(576 + 40) +
160, or 5,188 bytes. Enter 5188 on line 4a of the worksheet.

It is decided that both the program and data base description block
buffer areas must be large enough to contain the two largest sets of
those control blocks. For purposes of the sxample, assume PSBs are
identical and refer to ‘identically organized data bases. There are
two data bases that are logically related. They are viewed by the
application program as two structures in Figqure 5-17.
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NAME

ADDRESS PAYROLL SKILL
1 1 10
|
] 1

EXPERIENCE EDUCATION
4 4

SKILL

NAME

1
| 1
EXPERIENCE EDUCATION

Fiqure 5-17. Hierarchic Structure for Two PSBs

The physical data bases through which these structures are viewed
are shown in FPigure 5~18.

Both are HD organization and are accessed using HDAM and HIDAM.
Each consists of only one data set group. The length of each segment
type is shown in Figure 5-18 in the lower right of each box. The length
of the segment key is in the lower left of each box. The application
programs have a processing option of ALL for all segment types. They
are written in PL/I. Each application uses six alternate logical
terminals.

5.52 IMS/VS System Programming Reference Manual

Y



NAME SKILL

Fiqure 5-18.

16 80 16 60
r—-=-—=
ADDRESS PAYROLL y  NAME \
]
0 80 10 50 Vo]
EXPERIENCE EDUCATION
5 100 20 100

Two Data Bases Logically Related

Estimate the amount of storage required for the program isolation
enqueue/dequeune routines using the formula shown in this chapter for

storage estimates for IMS/VS ENQ/DEQ routines (size = I*N).

The values

for the calculation are as follows:

b

N

[k}

]

S

1024 (The default increment).

(32 % (B+ C +D +E +3F +G + 3H) / I

3

2

6

(The number of scheduled regions)

(The number of root segments that can be accessed in a
retrieval call. Refer to the two data bases interrelated
by logical relationships, Figure 5-19).

(No path calls used. The concatenated segments making the
logical relationship require two entires.)

(None of the programs use the engqueue coamand code.)
(Assumed from application programmer's estimate of 2.)
(Assumed from application programmer's estimate of 3.)
(NAME L/C segment has a Virtual Delete Rule.)

(Assumed from application programmer's estimate of 3.)

(323 * (2 + 2 + 0 + 10 + 3% + 0 + 3%6)) / (1024);

(96 * 50) / 10243

4.7 Rounded up to the next whole number = 5

1024 * 5 = 5120

This value is used in determining IMS/VS dynamic storage
requirements.

IMS/VS Storage Estimates 5.53



Calculate the PSB size as described in the formula for determining
PSB pool requirements shown in a preceding section of this chapter (PSB
Area = A+B+C+D). The values for the calculation are as follows:

A= 58
B = 660
cC = 2106
b = 428
PSB size A + B + C + D = 3252

The program description block buffer pool is then 8000 bytes (twice
3252, to the next 1000 bytes). Enter on line 3b of worksheet. The
PSB work pool is 2000 bytes (1216 to the next 1000 bytes). Enter on
line 33 of the worksheet.

Calculate the DMB size using the formula supplied in a preceding
section of this chapter. Assume input to data base description by the
Payroll data base with logical relationships using HIDAM, and the Skills
Inventory data base with logical relationships using HDAM as defined
in the IMS/VS Utilities Reference Manual.

DMB Size:
For physical Payroll data base ~- HIDAM ‘ = U456
For index of Payroll data base = 572

For physical Skills Inventory data base -- HDAM =__ 464
DMB Size = 1492

The data base description block buffer pool is then 2,000 bytes.
Enter value on line 3c of the worksheet.

For the data base buffer pool, calculate the size using the formula,
shown in a preceding section of this chapter, for determining minimum
size of a data base buffer pool (size=A+B+C). The values to be used
in this calculation are as follows (assume minimum guideline is no
contention between the two largest programs) :

A = (2%7000) + 300 = 14300
B =20 0
C = for the first application program

data structure.

T = 54+ (16%2)+26 = 112 (Payroll)

T = 54+ (16%3)+52 = 154 (Skills Inv.)

266

Assume no name will appear in

more than 10 skills data base

records. = 2660

Data base buffer pool = 16960

5.54 IMS/VS System Programming Reference Manual

r



The size of the data base buffer area is then 34000 bytes (twice

16969, to the next 1000 bytes). Enter value on line 34 of the

worksheet.

Calculate the data base work pool size as described earlier in this

— chapter.

2000 bytes (minimum recommended size) x 3 message regions=6000

BEnter value in line 3e of the worksheet.

Line control buffers are calculated using Figure 5-12.

activity is forecast not to exczed .75 times the total buffer
raquirement for no contention on concurrent output of all lines.

2740 line with Model 2 Buffer 440
2740 line w/o Model 2 (2%204)
1050 line and pool (3%204)
2780

System console

456

Terminal

Line buffer pool size is 2000 bytes. Enter the value on line 84c of

the worksheet.

Rased upon the formula for calculating size of the general buffer
pool, shown in a preceding section of this chapter, it is decided that

6000 bytes is adequate for the general buffer area.

of the worksheet.

Enter on line 3f

Based on the data base log buffer discussion in this chapter, 7000
bytes is allocated to this buffer. Enter the value on line 3g of the

vwork sheet.

~ Dynamic storage requirements are calculated,

the 288 bytes shown under "IMS/VS Dynamic Storage Requirements," as

ths sum of the two values. Starting in Figure
Beference Description
1 Hork Area
2 Open/Close Work Area
3 BISAM IOB
4 BISAM Channel Program
5 None
6 BTAM I0OBs -- 5
7,8,9 Not 0S/VS1

TOTAL

Enter the total on line 5 of the worksheet.

IMS/VS

using Figure 5-14 and

5-14:

9156
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From the IMS/VS dynamic storage

requirements using defaults with no

security:
Reference Description Size
1 Work Area 288
2 No Security 0
3 ENQ/DEQ Routines 5120
TOTAL 5408
Enter the total on line 6 of the worksheet.
1. Control Program Nucleus
a. Resident Code 167100
b. Generated Control Blocks 12552 179652
2. 1IMS/VS Locally Loaded Modules 19200
3. Global Areas
a. Control Blocks 33484
b. Program Specification Blocks 8000
c. Data Base Description Blocks 2000
d. Data Base Buffers 34000
} e. Data Base Work Pool 6000
f. General Buffers 6000
g. DBLLOG Buffers 7000
h. System Log Buffers 3016
i. IMS/VS Globally Loaded Modules 20700
j. PSB Work Pool 2000 122200
4, Buffer Areas (local CTL-region storage)
a. Queue Buffers 5188
b. Line Control Buffers 2000
c. CHWAP 1000
5. Dynamic Storage Requirements -- 0S/VS 9156
6. Dynamic Storage Requirements -- IMS 5408
Region size Total Items 1, 2, b-6 220604
CSA storage Total Item 3 123200
Fiqure 5-19. Worksheet for DB/DC Example
The total storage required is:
| Control region (rounded) 221000
Add Link Pack Area 134000
TOTAL STORAGE 355000 bytes 0S/VS2

5.56

478200 bytes 0S/VS1

control region including LPA
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MES

5-1

DATA BASE/DATA COMMUNICATION SYSTEM MINIMUM STORAGE REQUIREMENTS

Con

e One data base -- HISAM organization, single data

SAGE PROCESSING REGION CALCULATION
The size of the message processing region is determined using Figure
6.

XAMPLE

munications storage requirements example:

The data base has five segment-types, two fields
eight-character key field, and five hierarchical

No logical relationships.
PROCOPT = A.

Three COBOL application programs with a total of
codes.

One non-switched communication line and one 2740
communication terminal attached.

No conversational application programs.
Two concurrent subtasks.

One message region.

Three queue buffers.

Segment length is 256.

One logical terminal PCB.

Four logical terminals.

One transaction class.

The following environment is assumed for a minimum Data Base/Data

set group.

each,
levels.

six transaction

Model 1

A control region worksheet is provided as Figure 5-20. In the
discussion that follows, the term "worksheet" refers

to Figure 5-20.
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The size of the CTL is calculated first. Referring to Fiqure 5-6,
Item 2, the conversational option is not selected for this minimum °
environment. Item 6 is the resident portion of the terminal device
support whose value is selected from Figure 5-7, 600 bytes for the 2740
Model 1 non-switched terminal plus 2700 bytes required basic code. The
total basic and optional code value from Figure 5-6 is 78300 bytes for
vs/1, and 147300 for VS/2 V=V, and is entered on line 1a of the
worksheet.

Referring to Figure 5-8 and the assumed environment, calculate line
1b of the worksheet-generated control blocks:

Reference Description- Size
1 Basic fixed control blocks 500
2 Two concurrent subtasks 2*%1008 2016
3 Conversational - ---
4 Transaction class 1%80 80
5 Line groups 1*40 40
6 Lines and pools 1%124 124
7 Terminals (subpools) 1%96 96
8 Different sets terminal

attributes 1%36 36

9 Translation 1*%512 512
10 Logical terminal names . 4x52 208
Size of generated control blocks 3612

Enter this total size of generated control blocks on line 1b of the
worksheet, sum 1a plus 1b, and place the result in the box to the right
of 1b. The total size of the control program nucleus, rounded to the
nearest 1K bytes, is 160000 for VS/1 and 229000 for Vs/2.

Line 2 of the worksheet is for loaded modules in the control area.
Refer to Figure 5-9. Total locally loaded modules, from line 2 of
worksheet, is 12000 bytes. Total globally loaded modules from Figure
5-9 is 155200. Enter on line 3i of worksheet. These modules can be
placed in the wvirtual 1link pack.
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Referring to Figure 5-11 and the assumed environment, calculate line
3a of the worksheet, global control blocks:

Reference Description Size
1 Basic fixed control blocks 18600

2 One processing region 1*4096 4096

3 Application programs 3%x44 132

4 Transaction- codes 6 %68 408

5 Data bases 1%40 __ 40
Size of global control blocks. 23276

Enter on line 3a of the worksheet.

Calculate the storage requirement for the system log work area using
the formula shown in this chapter for system log buffers:

488 + A * (216 + B)

A=2 the minimum number of log buffers
B=1048 1024 + 24, checkpoint log workarea + overhead

488 + 2 * (216 + 1048)
- =3016
Enter the result on line 3h of the worksheet.

The buffer areas, lines 3b through 39 and lines 4a and 4c on the
worksheet, are calculated next. Item 3b is for queue buffer pools.
The minimum is used: 3(384 + 40) + 160 = 1432 bytes, and is entered
on line 3b. Item 3b is for program description blocks and calculates
as 890 bytes. Rounding up to the nearest 1000 bytes, enter 1000 for
Item 3b on the worksheet. Calculating Item 3c, the result is 808 bytes
for the DMB buffer pool. Rounding to the nearest 1000 bytes, place
1000 bytes in Item 3c of the worksheet. Data base buffer pool is Item
34, where the default value of 7000 was used. Data base work pool is
item 3e, with one message region the minimum recommended size of 2000
bytes was entered. Item 4c reflects the calculation for line buffer
pool size.

2740 Model 1 output 204
System console input 148
System console output 136

488 bytes

For the estimate of the general buffer pool, enter the pinimunm size
of 640C on line 3f of the worksheet.
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Estimate the amount of storage required for the program isolation
enqueue/dequeue routines using the formula shown in this chapter for
storage estimates for IMS/VS ENQ/DEQ routines (SIZE=I*N). The values
for the calculation are as followus:

5.60
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1024 (The default increment)
(32A% (B+C+D+E+3F+G+3H)) /I

The number of scheduled regions.

The number of root segments that can be accessed in a
retrieval call.

The number of data base segments that can be retrieved in
HOLD status.

None of the programs use the enqueue command code.

(32%(1+ 140+ 14340+3+/1024
(32*%9) /1024
.28 rounded up to a whole number=1

= 1024%1=1028
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Dynamic storage requirements are calculated, using Figure 5-14 and
the 288 bytes shown under "IMS/VS Dynamic Storage Requirements," as a
sum of the two values., Starting in Figure 5-14:

Reference Description Size
1 Work areas 5000
2 OPEN/CLOSE line groups 1672
3 BISAM IOB 56
4 BISAM channel program 600
5 None -—
6 BTAM IOBs 152
7 Control blocks (0S/VS1) 2568
8 DEBs (0S/Vs1) 388

1 ISAM
3 0SAM
1 BTAM
9 TIOT space (0S/VS1) 336

1 device in each DD statement
9 DD statements

Total 0S/VS dynamic storage requirements: 10772 bytes 0S/Vs1
7480 bytes 0S/VS2

Enter the result on line 5 of the worksheet.

From the IMS/VS dynamic storage requirements with no security:

Reference Description Size
1 Work Area 288

3 ENQ/DEQ Routines 1024
TOTAL 1312

Enter the result on line 6 of the worksheet.
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REF- DESCRIPTION SIZE

vs/1 Vs/2
1. Control Program Nucleus
a. Resident Code 78300 147300
b. Generated Control Blocks 3612 3612
8191 150912
2. IMS/VS locally loaded Modules 12000 12000
3. Global Areas
a. Control Blocks 23276
b. Program Specification
Blocks 1000
c. Data Base Description
Blocks 1000
d. Data Base Buffers 7000
e. Data Base Work Pool 2000
f. General Buffers 6400
g. DBLLOG Buffers . 1024
h. System log Buffers 3016
i. IMS/VS Globally Loaded
Modules 155200
j. PSB Work Pool 1000
200916
4, Buffer Areas
a. Queue Buffers 1432 1432
b. Line Control Buffers 488 488
5. Dynamic Storage
Requirements ~- 0S/VS 10772 7480
6. Dynamic Storage
Reqguirements =-- IMS 1312 1312
Region size 0S/VS1 308308
Region size 0S5/VS2 (Total of items 1, 2, 4-6) 173624
CSA storage 0S/VS2 200916

Fiqure 5-20. Worksheet for Minimum DB/DC Example

In summary, the total control region storage requirement is:
309000 bytes for 0S/Vs1i.
174000 bytes for 0S/VS2.
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A ninimum message or batch-message region must be one of the largest
from the following:

1. The 0S/VS partition/region defined by the user's 0S/VS systen
plus 20K.

2. The largest meSsage processing program in the user's IMS/VS
system plus 20K.

Using a minimum 0S/VS1 or 0S/VS2 system, in connection with the
minimum IMS/VS DB/DC system, this teleprocessing execution can operate
on a 348K machine for 0S/V51, or a 1024K machine for 0S/VS2.

DATA BASE UTILITIES STORAGE REQUIREMENTS

This section provides the necessary data with which to estimate
storage requirements for the IMS/VS Data Base utility progqrams that
are involved with Data Base Recovery and Data Base Reorganization/Load
processing functions of IMS/VS. The first four utilities' storage
requirements refer to "Data Base Recovery" in the IMS/VS Utilities
Reference Manual.

e Data Base Image Copy —-- DFSUDMPO
e Data Base Change Accumulation -- DFSUCUMO

Data Base Recovery -- DFSURDBO

e Data Base Backout -- DFSBB0O0O

The next set of eight utilities' storage requirements refer to "Data
Base Reorganization/Load Processing" in the IMS/VS Utilities Reference
Manual.

¢ Data Base Physical Reorganization
- HISAM Reorganization Unload -~ DFSURULO
- HISAM Reorganization Reload -- DFSURRLO
- HD Reorganization Unload -- DFSURGUO

- HD Reorganization Reload -- DFSURGLO

e Data Base Logical Relationship Resolution
- Data Base Pre-reorganization -- DFSURPRO
- Data Base Scan ~- DFSURGSO
- Data Base Prefix Resclution -- DFSURG10
- Data Base Prefix Update -- DFSURGPO

Note: Unless otherwise indicated, the following storage requirements
pertain to 0S/VS1 and 0S/VS2 system options.
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DATA BASE IMAGE COPY UTILITY -- DFSUDMPO

The formula supplied below must be used once for each data base
image copy statement to be processed. The largest value thus obtained,
rounded up to the nearest 2K multiple, can be used to estimate the
reqgion or partition size for a given execution of the Data Base Image ; .
Dump utility program.

Required Main Storage/Control Statement = 30,500+ (A* (B+8U4) )+ (C* (D+84)) +E
+F+G+H+I+J+K.

where:

A = Number of SYSIN buffers specified. Default is 2.

B = SYSIN data set block size. Default is 80.

C = Number of SYSPRINT buffers, Default is 2.

D = SYSPRINT data set block size. Default is 121.

E = 7498 if data base data set is ISAM. 0 if OSAM.

{ P = Buffer Space Required = (H*(I+136))+ (J*(K+84)).

G = 0S/VS control blocks and work space. See the formulas referred to
under "0S/VS Control Blocks, Buffers, and Work Space'" in the section
"Data Base System Storage Requirements." :

H = Number of data base data set buffers. Default is 2.

I = Data base data set block size.

J = Number of output data set buffers. Default is 2. -
(

K = Output device data capacity, but limited to a maximum of 8191 bytes. e

DATA BASE CHANGE ACCUMULATION UTILITY -- DFSUCUMO

The following formula can be used to estimate the reqion or partition

size required for a given execution of the Data Base Change Accumulation

program:

Required Main Storage = 21000+ (A*(B+84)) + (C* (D+84) )+ (E* (F+84) ) + (G* (H+84))

+ (I* (J+8U4) )+ (K* (L+84)) +N+120+ (32*P) +0+Q+R.

vhere:

A = Number of SYSIN buffers specified. Default is 2.

B = SYSIN data set block size. Default is 80.

C = Number of SYSPRINT buffers specified. Default is 2.

D = SYSPRINT data set block size. Default is 121.

E = Number of DFSUCUMN buffers specified. Default is 2.

F = DFSUCUMN data set block size (normally device capacity, but limited

to a maximum of 8191 bytes).

G = Number of DFSUCUMO buffers specified. Default is 2.
Ve
(
.
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H = DFSUCUMO data set block size.
I = Number of DFSUDD1 buffers specified. Default is 2.

J = DFSUDD1 data set block size (normally device capacity, but limited
to a maximum of 8191 bytes).

K = Number of DFSULOG buffers specified. Default is 2.
L = DPFSULOG data set block size.
N = 28800 if a DFSUCUMN DD statement was supplied; otherwise 0.

0 = Number of db names specified on an ID control statement. Default
is 16.

P = Number of DD names specified on an ID ¢ontrol statement. Default
is 80.

Q = Amount of main storage for 0S/VS sort, as specified in the EXEC
statement parameters. Default is 100,000.

R = 0S/VS control blocks and work space. See the appropriate formula
under "“0S/VS Control Blocks, Buffers, and Work Space" in the section
"Data Base System Storage Requirements."

DATA BASE RECOVERY UTILITY -- DFSURDBO

The following formula can be used to estimate the regiom or partition
size required for a given execution of the Data Base Recovery program:

Required Main Storage = 42500+ (A* (B+84)) +(C* (D+804) )+ (E* (F+84)) + (G* (H+84))
+ (I% (J+84) )+ K+ L+ M+ (N* (0+136) ) +P+Q+S+T+0,

where:

A

Number of SYSIN buffers specified. Default is 2.

B = SYSIN data set block size. Default is 80.

C = Number of SYSPRINT buffers specified. Default is 2.

D = SYSPRINT data set block size. Default is 121.

E = Number of DFSUDUMP buffers specified. Default is 2.
= DFSUDUMP data set block size.

F
G = Number of DFSUCUM buffers specified. Default is 2.
H = DFSUCUM data set block size.

I

= Number of DFSULOG buffers specified if no DFSUDUMP or DFSUCUM
supplied; otherwise 0.

J = DFSULOG data set block size if one is supplied; otherwise 0.
K = Data base buffer pool size specified. Default is 7000.
L = 7200 if DFSUCUM data set is supplied; otherwise 0.

M = 2000 if DFSULOG supplied and no DFSUDUMP supplied; otherwise 0.
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N = Number of data base data set buffers specified. Default is 2.

0 = Data base data set block size.

P = 7498 if data set to be recovered is ISAM; otherwise 0.

Q = PSB size calculation as described under "“IMS/VS Progranm
Specification Block" in the section "Data Base System Storage
Requirements." The definition is as if a single PCB where PROCOPT
= G had been defined. The PSB is sensitive to all segments in the
data base.

S = DMB size as described under "IMS/VS Data Base Description" in the
section "Data Base System Storage Requirements."

T = Size of the randomizing module if HDAM; otherwise 0.

U = 0S/VS control blocks and work space. See the appropriate formula
under "0S/VS Control Blocks, Buffers, and Work Space" in the section
"Data Base System Storage Requirements."

DATA BASE BATCH BACKOUT UTILITY -- DFSBBOO0O

The following formula can be used to estimate the region or partition
size required for a given ‘execution of the Data Base Batch Backout
program:

Required Main Storage = 4280+A+B.

where:

4280 = Size of program DFSBBOO0O.

A

Block size of input log tape.

B

U}

Total of references 1 through 9 of the Data Base System worksheet
in this chapter for the user's INMS/VS Data Base systen.

HISAM REORGANIZATION UNLOAD UTILITY -- DFSURULO

The following formula is to be used once for each control statement
to be processed. The largest value thus obtained, rounded up to the
nearest 2K multiple, can be used to estimate the region or partition

size for a given execution of the HISAM Reorganization Unload program.

Required Main Storage = 61500+ (A% (B+84)) + (C* (D+84) ) +E+F+G.

where:

A = Number of SYSIN buffers specified. Default is 2.

B = SYSIN data set block size. Default is 80.

C = Number of SYSPRINT buffers. Default is 2.

D = SYSPRINT data set block size. Default is 133.

E = Block size of the 0OSAM data set.

F = Buffer Space Required (H* (I+136)) + (J*(K+84))+L for ISAM/OSAM.

= (H* (I+136)) + (J* (K+8U4) )+L+M for VSAM.
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G = 0S/VS control blocks and work space. See the appropriate formula
under "0S/VS Control Blocks, Buffers, and Work Space" in the section
"Data Base System Storage Requirements."

= The number of ISAM data set buffers specified. Default is 2.

ISAM data set block size.

= Number of output data set buffers. Default is 2,

= < H =]
1]

= Qutput device data capacity, but limited to a maximum of 16384
bytes.

L = Size of buffers required for DL/I as specified on EXEC statement.
Default is 7K.

M = Buffers required by VSAM as specified by the DEFINE statement.

HISAM REORGANIZATION RELOAD UTILITY -- DFSURRLO

The following formula is to be used once for every ISAM/OSAM data
set group to be reloaded. The largest value, rounded up to the nearest
2K multiple, can be used to estimate the reqion or partition required
for a given execution of the HISAM Reorganization Reload utility
program:

Required Main Storage = 11500+ (A% (B+84) )+ (C* (D+84) )+ (E* (F+84))
+(G* (H+136)) +I.

where:

A

Number of SYSPRINT buffers specified. Default is 2.
B = SYSPRINT data set block size. Default is 133.

C = Number of buffers specified on the associated DFSUINxx DD statement.
Default is 2.

D = Associated DFSUINxx data set block size. Normally input device
capacity, but limited to a maximum of 16384 bytes.

E = Number of buffers specified for the OSAM data set. Default is 2.
F = OSAM data set block siie.
G = Number of buffers specified for the ISAM data set. Default is 2.
H = ISAM data set block size.
I = 0S/VS control blocks and work space. See the appropriate formula

under "OS/VS Control Blocks, Buffers, and Work Space'" in the section
"Data Base System Storage Requirements."
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HD REORGANIZATION UNILOAD UTILITY -~ DFSURGUO

The following formula can be used to estimate the region or partition
size required for a given execution of the HD Reorganization Unload
utility program:
Required Main Storage = 66500+ (A% (B+84)) + (2%C) +D+ (40*E) + F+H+I+J+ K+ L+ M.

where:

A

Number of SYSPRINT buffers specified. Default is 2.

B = SYSPRINT data set block size. Default is 121.

C = The smaller of (a) the output block size of the DFSURGU1 data set,
or (b) the output block size of the DFSURGU2 data set. This is

normally the smaller output device capacity, but limited to a
maximum of 8191 bytes.

D = Specified buffer pool size. Default is 7000.

E = Number of SEGM statements in the DBD for this data base.

F = PSB size calculation as described under "IMS/VS Progran
Specification Block" in the section "Data Base System Storage
Requirements." The definition is as if a single PCB with PROCOPT
= G had been defined. The PSB is sensitive toc all segments in the
data base.

H = DMB size as described under "IMS/VS Data Base Description" in the
section "Data Base System Storage Requirements."

I = 7498 if HISAM or HIDAM data base is being unloaded; otherwise 0.

Jd = Total buffer requirements for all ISAM data sets in the data base
being unloaded.

K = Size of randomizing module if HDAM data base; otherwise 0.

L = 1000 if checkpoints are being taken or a restart is being done;
otherwise 0.

M = 0S/VS control blocks and work space. See the appropriate formula
under "0S/VS Control Blocks, Buffers, and Work Space" in the section
"Data Base System Storage Requirements."

HD REORGANIZATION RELOAD UTILITY -- DFSURGLO

The following formula can be used to estimate the region or partition
size required for a given execution of the HD Reorganization Reload

utility program:

i Required Main Storage = 60000+ (A* (B+84))+ (C* (D+8U4) )+ (E* (F+84)) +(G* (H+84))
+I+J+L+M+N+0.

where:

A = Number of SYSPRINT buffers specified. Default is 2.

B SYSPRINT data set block size. Default is 121.

C

Number of DFSUINPT buffers specified. Default is 2.
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D = DPSUINPT data set block size. Normally device capacity, but limited
to a maximum of 8191 bytes.

E.= Number of buffers specified for the DFSURWF1 data set. Default is
2'

F = DFSURWF1 data set block size.

G = Number of buffers specified for the DFSURCDS data set. Default is
2.

H = DFSURCDS data set block size.

I = Data base buffer pool size. Default is 7000.

J = PSB size calculation as described under "IMS/VS Progranm
Specification Block" in the section "Data Base System Storage
Requirements." The definition is as if a single PCB with PROCOPT
= G and sensitive to all segments in the data base has been defined.

L = DMB size as described under‘"IuS/VS Data Base Description™ in the
section "Data Base System Storage Requirements."

M = 8632 if data base is HISAM or HIDAM; 1688 if the data base is HSAM;
or, if HDAM, the size of the randomizing module.

N = Total buffer requirements for all ISAM data sets in the data base
being reloaded. The default number of buffers for each data set
is 2.

0 = 0S/VS control blocks and work space. See the appropriate formula
under "0S/VS Control Blocks, Buffers, and Work Space" in the section
"Data Base System Storage Requirements."

DATA BASE PRE-REORGANIZATION UTILITY -- DFSURPRO

The following formula is to be used to estimate the region or
partition size required for a given execution of the Data Base

Pre-reorganization utility program:

Required Main Storage = 30000+ (A*(B+84)) + (C* (D+84) )+ (E*(F+84) ) +G+I+J+K.

where:

A = Number of SYSIN buffers specified. Default is 2.

= SYSIN data set block size.

= Number of SYSPRINT buffers specified. Default is 2.

D = SYSPRINT data set block size.

E = Number of DFSURCDS buffers specified. Default is 2.

F = DFSURCDS data set block size.

G = PSB size as described under "IMS/VS Program Specification Block"
in the section "Data Base System Storage Requirements." The
definition is as if a single PCB with PROCOPT = G and sensitive to
all segments in the data base has been defined. This calculation

rust be made once for every DBD name that appears in a control
statement. The largest value obtained is the value to be used.
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I = DMB size as described under "IMS/VS Data Base Description" in the

section "Data Base System Storagde Requirements." This calculation

nust be made once for every DBD name that appears in a control
statement. The largest value obtained is the value to be used.

Jd = Data base buffer pobl size specified. Default is 7000.

K = 0S/VS control blocks and work space. See the appropriate formula

under "0S/VS Control Blocks, Buffers, and Work Space® in the section

"Data Base System Storage Requirements."

DATA BASE SCAN UTILITY -- DFSURGSO

The following formula is to be used to estimate the region or
partition size required for a given execution of the Data Base Scan
program:

Required Main Storage = 68500+ (A% (B+84)) +(C*(D+84) )+ (E*(F+84))
+ (G* (H+84) )+ (T* (J+84) ) +K+L+M+N+P+Q+R+S,

where:

A = Number of SYSIN buffers specified. Default is 2.

B = SYSIN data set block size.

C = Number of SYSPRINT buffers specified. Default is 2.

D = SYSPRINT data set block size.

E = Number of buffers specified for DRFURWF1. Default is 2.

F = DFSURWF1 data set block size.

G = Number of DFSURCDS buffers specified. Default is 2.

H = DFSURCDS data set block size.

I = Number of DFSURSRT buffers specified; otherwise 0.

J = DFSURWF1 data set block size.

K = Data base buffer pool size specified. Default is 7000.

L = 7498 if HISAM or HIDAM data bases are to be scanned; otherwise 0.

M = Size of the largest randomizing module to be used.’

N = PSB size calculation as described under "“IMS/VS Program
Specification Block" in the section "Data Base System Storage
Requirements." This calculation must be made once for each data
base that is to be scanned. The definition is as if a single PCB
with PROCOPT = G and sensitive to all segments in the data base
has been defined. The largest value obtained must be the value

used.

P = DMB size as described under "IMS/VS Data Base Description" in the

section "Data Base System Storage Requirements." This calculation

must be made once for each data base that is to be scanned. The
largest value obtained must be the value used.

Q0 = Total buffer requirements for all ISAM data sets that can be open

simultaneously. If multiple calculations are necessary, the largest

value obtained must be the value used.
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R = 0S/VS control blocks and work space. See the appropriate formula
under "0S/VS Control Blocks, Buffers, and Work Space'" in the section
"Data Base System Storage Regquirements."

S = Size of the largest segment to be scanned.

DATA BASE PREFIX RESOLUTION UTILITY -- DFSURG10

The following formula is to be used to estimate the region or
partition size required for a given execution of the Data Base Prefix
Resolution utility program:

Required Main Storage = 20000+ (A% (B+84)) + (C* (D+84) )+ (E*x(F+84))
+ (G* (H+8U) ) +I+J.

where:
A = Number of SYSPRINT buffers specified. Default is 2.
B = SYSPRINT data set block size.

C = Number of buffers for the DFSURCDS data set specified. Default is
2.

D = DfSURCDS data set block size.
E = Number of DFSURWF2 buffers specified. Default is 2.
F = DFSURWF2 data set block size.
G = Number of DFSURWF3 buffers specified. Default is 2.
H = DFSURWF3 data set block size.

I = Amount of main storage for 0S/VS SORT, if specified in the EXEC
statement; otherwise 61440 bytes.

Jd = 0S/VS control blocks and work space. See the appropriate formula
under "0S/VS Control Blocks, Buffers, and Work Space" in the section
"Data Base System Storage Requirements."

DATA BASE PREFIX UPDATE UTILITY -- DFSURGPO

The following formula is to be used to estimate the region or
partition size required for a given execution of the Data Base Prefix

Update utility program:

Required Main Storage = 72000+ (A% (B+%*8U) ) +C* (D+*84) ) + (E*x+%8U)) +G+H+I
+J+K+M+N.

where:

A = Number of SYSIN buffers specified. Default is 2.

B = SYSIN data set block size.

C = Number of SYSPRINT buffers specified. Default is 2.
D = SYSPRINT data set block size.
E

= Number of DFSURWF3 buffers specified. Default is 2.
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DFSURWF3 data set block size.

Data base buffer pool size specified. Default is 7000.

7498 if any ISAM/0OSAM data set groups are defined on DD statements.
Size of the largest randomizing module that will be used.

Total buffer requirements for all ISAM data sets that can be open
simultaneously. If multiple calculations are necessary, the largest
value obtained must be the value used. The default number of
buffers for all data sets is 2.

PSB size calculation as described under "IMS/VS Program
Specification Block" in the section "Data Base System Storage
Requirements." The definition is as if a single PCB with PROCOPT

= 6 and sensitive to all segments in the data base has been defined.
This calculation must be made once for each data base that is to

be updated. The largest value obtained must be the value used.

DMB size calculation as described under "IMS/VS Data Base
Description®" in the section “"Data Base System Storage Requirements."
calculation must be made once for each data base that is to be
updated. The largest value obtained must be the value used.

0S/V¥S control blocks and work space. See the appropriate formula
under "0S/VS Control Blocks, Buffers, and Work Space" in the section
"Data Base System Storage Requirements."

SPOOL SYSOUT PRINT UTILITY -- DFSUPRTO

The following formula is to be used to estimate the regiom or

partition for a given execution of the Spool SYSOUT Print utility
program: ‘

Required Main Storage = 3500+204%*A+ (8+ (UxB)+ (B*C) )+ (8+ (4*D) + (D*E))

+(112488%B) + (112+128%D) .

where:

A = Number of spool data sets processed by the utility.

B

C

=

H

H

Number of buffers for SYSPRINT data set specified.
SYSPRINT data set block size.

Number of buffers for spool data set specified.
Spool data set block size.

Assumes basic QSAM modules resident.
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STORAGE ESTIMATES SOURCE DATA

REF

1‘

10.

11.

12.

13.

Fiqure 5-21.

DESCRIPTIONS

Basic Fixed Control Blocks

a. PSB Most Used QCB

b. DMB Most Used QCB

Cc. System Console CLB

d. System Console CNT

e. System Console Translate Table
f. CVBs

Maximum Concurrent Input/Output
a. Save Area Set

Concurrent Conversations
a. CCB

Transaction Class
a. TCT

Line Groups ‘
a. Access method DCB (BTAM, BSAM, 7770, GAMN)
b. Open list entry for each DCB

Lines

a. CLB

b. SAP Wait Stack
c. LERB

Terminals

a. CTB

b. Average of 7 bytes per polling list entry
c. CRB

Unique Terminal Attribute Set
a. CIT

Unique Terminal Translation
a. Pair of translate tables

Each Logical Terminal
a. CNT

2770 Terminal
a. CXB

Message Format Service
a. CIB

3270 Switched Terminal
a. CONFIG Table
b. IDLIST list
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Figure 5-22 lists the modules used to calculate the values in Figures

5-9 and 5-10.

.'/A

1. DL/I Logging DFSRDBLO**
2. DL/I and MNSG DFSAQS10** DFSAQS30%* DFSAQCE Q%%
Qting DFSAOS20%* DFSAOSS50%*
3. DL/I DFSDISMO** DFSDHDSQ** DFSDLAQO%*
DPSDLOCO** DFSDBHOQQ** DFSDLDQOQ**
DFSDXMTO** DFSDDLEQ** DFS DL RO Q% %
DFSDBCKO** DFSDSEHQ%** DFSDLDVO**
DFSDVBHQ** DFSFXC10%%
4. Misc DFSPRPXO0* DFSFTIMO** DFSFLLGO**
DFSPRRGO* DFSFUNLO** DFSFPLGO
DFSIDSPO** DFSFLRCO** DFSRDLGO**
DFSASKOO** DFSFMODO* DFSFLSTO*
DFSREPQO** DFSFCTTO* DFSFCSTO*
DFSCPYQO** DFSRBCPO*
5. DL/I VSAM DFSDVSMQ% DFSDVBHO
6. Conversational
Option DFSCONVO**
7. DC Monitor Option DFSIMNTO DFSMNTRO**

* These modules are not re-entrant and may not be placed in the systenm
link pack area.

%% TIn VS/2 MVS these modules will be loaded into CSA.
Figure 5-22. Loaded Modules in CTL Region

1. Basic Fixed Control Blocks
a. SCD
b. OSAM I0OB QCB in DFSIDS40
c. OSAM DCBs for Queue Data Sets and Dynamic Log
d. Background Write PST

2. Maximum Active Regions
ae. PST

3. Application Programs
a. PSB Directory

4. Transaction Codes
a. SMB

5. Data Bases

a. DMB Directory

Fiqure 5-23. IMS/VS Global Areas (CSA in MVS)
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DESCRIPTION

1. IMS/VS Region and Program Control

a.
b.
Ce.
d‘
e‘
f.
g.
h.
i.
5.

Pigure 5-24,

vs1 vs2
PARTITION REGION

RRC10 X X
PRO20 X X
PCC20 *2 X X
CPYOC X X
REPOO X b4
ASK0O X b 4
DIRCA b'4 X
ATTACH X X
SSCD X X
PXPARMS X X
Message/Batch -- Message Region Contents

IMS/VS Storage Estimates
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CHAPTER 6. COMMUNICATIONS WITH INTELLIGENT REMOTE STATIONS

INTRODUCTION

The IMS/VS System/Application Design Guide contains introductory
and design information about IMS/VS Intelligent Remote Station Support
(IRSS). This chapter describes the details of the communications
interface between IMS/VS and IRSS terminals. IRSS support is available
for the IBM System/3 Model 10 and the IBM System/7.

IMS/VS supports a System/3 attached on a binary synchronous (BSC)
nonswitched polled line.

IMS/VS supports a System/7 attached on a start/stop (S/S).,
nonswitched, contention or polled line. Polling can be done using
either programmed polling or autopoll.

IMS/VS also supports a System/7 attached on a BSC, nonswitched,
contention or polled 1line.

IRSS stations may or may not have a restart facility for messages
to IMS/VS. They are not expected to have a restart facility for
messages from IMS/VS.

TERMINAL IDENTIFIERS

All terminal identifiers used in communication between IMS/VS and
IRSS stations must be defined to IMS/VS in the TERMINAL macro during
system definition. After the IRSS station has completely processed a
nessage received from IMS/VS for a given terminal identifier, it must
so inform IMS/VS. This action allows IMNS/VS to transmit the next
message, if any. An output message, partly or completely sent but not
dequeued, is returned to the queue and retransmitted if an input message
for the same identifier is received.

MESSAGE FORMATS
A message is divided into segments. Some messages are defined as
single-seqment messages and can never contain more than one segment;
others are defined as multiple-segment messages and can contain one or
more sedgments.
IMS/VS works with three types of messages:
e Transactions
A transaction is a message to be processed by an application
program. A transaction is defined at INS/VS system definition as
either a single- or a multiple-seqment message.
e Message Switches
A message switch is a message routed to a logical terminal for

output by IMS/VS. It cannot be processed by an application progran.
A messade switch is always defined as a multiple-segment message.
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e Commands

Commands control functions within IMS/VS. A command has a slash
as the first significant character of its first seqment. No other
segment can have a slash as its first significant character. All
commands normally ailowed from a System/3 or System/7, except the
/BROADCAST command, are defined as single-segment messages.
/BROADCAST is defined as a multiple-segment message, but is
different from other multiple-segment messages in two respects:

1. /BROADCAST should contain at least two segments.

2. The total length of all segments making up the /BROADCAST message
must not exceed the size of the large message buffer as defined
in the INS/VS system definition.

The various commands available are described in the IMS/VS Operator's
Reference Manual. '

The remainder of this chapter is divided into three major sections.
The first describes the interface between INS/VS and a System/3 or
System/7 attached on a BSC line. The second describes the interface
between IMS/VS and a System/7 attached on a start/stop line. The third
section contains examples of transmission sequences between IMS/VS and
an IRSS station; no distinction between station type is made.

INTERFACE BETHWEEN IMS/VS AND THE SYSTEM/3 OR SYSTEM/7 BSC

The interface between IMS/VS and a System/3 or System/7 consists of
blocks of information transmitted across the communication line. Data
blocks are used to transfer data. Synchronization blocks are used
between IMS/VS and the System/3 or System/7 stations to inform each
other about the status of terminals, completion of output, restart,
and shutdown.

If IMS/VS detects interface errors, it transmits an EOT to stop the
System/3 or System/7, and sends a message to the master terminal. If
the System/3 or System/7 is restarted before IMS/VS is shutdown, it is
restarted in emergency restart status (refer to "Shutdown/Restart
Blocks" under "Synchronization Blocks").

The System/3 or System/7 is logically deactivated if any of the
following categories of errors occur:

e Transmission errors

e Invalid data or synchronization block formats
e Invalid station or terminal identifier

e Invalid data block flag settings

The System/7 will also be logically deactivated if a load sequence
eITOr OCCurs.
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~ DATA BLOCKS

A data block contains one or more seqgments belonging to one or more
messages. A segment is fully transmitted by IMS/VS in one transmission,
unless its size exceeds the user~specified transmission buffer size,
in which case it is changed into multiple segments of the following
format.

- — - W ———— > - - " - = = - . TP = W W = . - — - = - Y - - - - - -,

The D and A identify the block as a data block. The field contains
the two characters D and A in uppercase EBCDIC.

Block identifier specifies the block for restart purposes. When an
input message is enqueued, IMS/VS logs the block identifier with the
message. IMS/VS transmits the last logged block identifier back to
the System/3 or System/7 after a restart of IMS/VS. The System/3 or
System/7 can also request this information to be transmitted, thus
allowing resynchronization after a previous restart.

It is recommended that the block identifier be changed between
blocks. If the first block received after a restart has the same block
identifier as was used to restart, the block is considered
retransmitted. This is described in more detail under "Data Segment
Format."®

Note: In a future release, the block identifier may be required to
change between blocks.

Data Seqgment Format

| Terminal | Msgq | Flags | Length | Data |
|Identifier| Ident. | | | |

e Terminal Identifier

- Received by IMS/VS: This value must correspond to the address
given in a TERMINAL macro specified in IMS/VS system definition
for the transmitting System/3 or System/7; otherwise, the
System/3 or System/7 is logically deactivated.

- Transmitted from IMS/VS: The address given in the TERMINAL
macro for the outputting terminal is used as terminal identifier.

‘e Message Identifier
This identifies a message within a block for error message and

restart purposes. Error messages are described under
"Synchronization Blocks."

Communications with Intelligent Remote Stations 6.3



6.4

The message identifier is logged with the block identifier by

IMS/VS. In case of a restart of IMS/VS or an emergency restart of

System/3 or System/7, the message identifier (together with the

block identifier describing the last message enqueued) is

transmitted to the System/3 or System/7. The System/3 or System/7 e
can then retransmit the identified block. Retransmission is not
required if the identified message was nct followed by any segments,
or if these segments can be built into the next block.

The first input data block after a restart is considered
retransmitted if its block identifier is the same as the one used
to restart. The received block is scanned to find the first segment
following the identified message, if any, thereby bypassing all
segments already enqueued, in case of a retransmission.

Flags
Bit Meaning
o-4 Reserved.
5 Segment spanning flag:
0=Segment ends in this buffer.
1=Seqment does not end in this buffer.
6 0=First part of a message.
1=Not the first part of a message.
7 O=Last part of a message.

1=Not the last part of a message.

All combinations of flag bits 5, 6 and 7 are valid except X'04°
and X'06°'.

"part" in the above flag meanings, emphasizes that a segment can
be changed to multiple segments as previously defined, and as
indicated by the spanning flag.

2

The setting of the flag bits must correspond to the definition of
the transaction in INS/VS system definition. A transaction defined
as a single-segment transaction to IMS/VS must have all flag bits
off. A transaction defined as a multiple-segment tranmsaction, as
well as all message switches, can, but are not required to, consist
of multiple segments. A command must follow the rules for that
command defined by the IMS/VS systenm.

The setting of flag bits must also be consistent during the flow

of data; that is, one message must be terminated before the next
can start, or the station is logically deactivated. The segment
spanning flag is set by IMNS/VS whenever a segment spanned an IMS/VS
queue buffer, or could not be contained in one transmission buffer.
The segment spanning flag is ignored when received by IMS/VS.

Length

Specifies the combined length of the length and data fields. All
the data defined by this length must be within the block. This
field is 2-byte binary.

Data

The format of the data must correspond to the standard IMS/VS data
formats.
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EXAMPLES OF DATA BLOCK FORMATS

System/3 or System/7 Transmission to IMS/VS

terminals:

e Terminal T1:

e Terminal T3:

the other of

Terminal T2: Two

messages,

segment 8.

Four data blocks are shown in this example.

One message consisting of segments 1,

2,

One messade consisting of segqments 4 and 5.

Data came from three

and 3.

one consisting of segments 6 and 7,

o S e e e e e e e e e e e e e e e e e e e e e s —— e e —— =y

|D AIBLK 1{T1{ 1} 1{Length|{Segment 1|T1| 1| 3|Length{Segment 2 |
.............................................................. ¥ |
.............................................................. .
ID AIBLK 2|T1{ 1| 2fLength|Segment 3|T3| 2| 1|Length|Segment 4 |
Ay U P IO U N U U S, 4
.............................................................. .
|D AIBLK 31T3| 1f 2tLength|Segment 5|T2| 2} 1|Length|Segment 6 |
o e o e e e s e e s - e ——_— —— —— ——————— - - - - -~ - - - -, ]
.............................................................. .
ID AIBLK 41T2f{ 11 2|{Length|Segment 7|T2| 2| O|Length|Segment 8 |
.............................................................. J
IMS/VS Transmission to System/3 or System/7
Eight blocks are shown in this example. Data is destined for four

terminals:

e Terminal T1: One message consisting of segments 1, 2 and 3.

e Terminal T2: One message consisting of segment 4.

e Terminal T3: One message consisting of segments 5, 6 and 7, each

of which requires spanning.

e Terminal T#4: One message consisting of segment 8.
|D AIBLK 11T1{ 1{ 1{Length|Seqgment 11T1| 1] 3{Length|Segment 2 |
Lin e ar o i ot e s o e e e > = S — D T i D W A W = S = W W . - R - —— - - - -,
[ = S~ e e ———————
{D AIBLK 2|T1] 1{ 2{Length{Segment 3|T2| 2| O|Length{Segment 4 |
Lo o o o e o o e e s e > e e -~ ———— - - - - - - - -, S |
.............................................................. -
|D AIBLK 31731 1| 5iLength|Segment 5 (spanned) |
.............................................................. 4
............................................................. -
ID A|BLK 41T3] 1} 3|{lLength|Segment 5 |
Lo o e o s o e er . e e > " " " ——— - ———— . - - o= =~ - o |
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r ]
{D AIBLK 8|T3| 1| 2|Length|Segment 7{T4| 2| OjLength|Segment 8 |{

SYNCHRONIZATION BLOCKS
Synchronization blocks are used to transmit non-data control
information between IMS/VS and System/3 or System/7. Only the formats

described are transmitted by IMS/VS. Any input format different from
those described below is ignored if received by IMS/VS.

General Block Formats

e Format A Unblocked

()

S and Y identify the block as a synchronization block. The field
contains the characters S and Y in uppercase EBCDIC.

Type identifies the type of information contained in the block.

‘Value Block
(hex) Format Description
80 A Shutd own/restart block.
40 B Status change block.
20 B I/0 synchronization block.
10 Y Error messadge block.
01 A Load request (System/7 only).

A1l other type values are reserved.

Flags and data are described in the detailed description of the
above blocks.
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Shutdown/Restart Blocks

Format 1 Format 2
"""""""""" k] [ piuheteata i i
IS | Y {80 (Flags {S |Y |80 {Flags|Block identifier|Msg ident |
L —— - J e e r e e mr r e —r—— - - - ———— - J
0 1 2 3 c 1 2 3 4 8
e Flags
Value Meaning
X'80! Cold start (format 1).
x40 Emergency restart (format discussed below).
Xr20! Emergency restart response (format 2).
X*10! Normal restart (format 2).
Xr08! Shutdown request (format 1).
X102 Systenm shutdown (format 1).
X101 Immediat? shutdown request (format 1).

A1l other flag values are reserved.

Block identifier jidentifies the last received block causing a
message to be queued.

Message identifier identifies the last message within the block to
be gueued.

Restart Messages: The restart message is sent by IMS/VS to a System/3
or System/7 when:

e Communication is started due to IMS/VS receiving a /START command
with the line or pterm keywords, where the station pterm (the
System/3 or System/7) was not explicitly stopped by a previous
command. A station stopped condition is reset by including the
station pterm in the /START command.

e Requested by the System/3 or Systenm/7.

The restart message indicates either bhow IMS/VS was started or how
previous communication was terminated.

e IMS/VS Cold Started

When IMS/VS transmits the cold start message to the System/3 or
System/7, the message indicates that IMS/VS was started with empty
gqueues. The System/3 or System/7 must start its transmission with
the first segment of a message; otherwise, the System/3 or System/7
is logically deactivated and the master terminal operator notified.
If the System/3 or System/7 is reactivated before IMS/VS has been
terminated, it is activated in an emergency restart status.

e IMS/VS Receives a Cold Start Message
When IMS/VS receives a cold start message, any input message in
progress is canceled. All output messages in progress are restarted

from the first segment. The rules for System/3 or System/7 for
starting data transmission apply as above.
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e IMNS/VS Emergency Restarted

INS/VS transmits an emergency restart message in format 2. The
Systemn/3 or System/7 has two options:

1. It may retransmit the block identified in the restart message.
IMS/VS starts processing with the first segment following the
last segment of the identified message.

2. If the System/3 or System/7 does not wish to retransmit the
identified block, it can build the remaining segments in the
block, if any, into some other block, and use a block identifier
other than the one used to restart, in the first block
transmitted.

e IMS/VS-Received Emergency Restart Message in Format 1

An input message, if one is in progress, is canceled. All output
messages in progress are retransmitted beginning with the first
segment. IMS/VS responds by transmitting an emergency restart
response message. The same emergency restart rules as above apply
for starting communication.

e Normal Restart Message -
IMS/VS transmits the normal restart message to start communication

if no other restart messaqge is required. IMS/VS ignores a received
normal restart message.

Shutdown Messages: Shutdown messages inform the receiving station that
the transmitting station has started a procedure designed to terminate

connunication between the two stations in an orderly fashion. This is

sent under the following conditions:

e Communication was terminated because IMS/VS received a /STOP,
/PSTOP, or /PURGE command with the line or pterm keywords.

e Communication was terminated because IMS/VS received a /CHECKPOINT
command for the systen.

e Communication was terminated because of an error condition.

e Communication was terminated by request of the System/3 or System/7.
The types of shutdown messages are:

e Immediate Shutdown Request (from IMS/VS only)

The IMS/VS master terminal operator has requested IMS/VS to
terminate communication either by stopping the System/3 or System/7
or by requesting an IMS/VS shutdown procedure. This block requests
System/3 or System/7 to stop transmitting data to IMS/VS when all
messages in progress are completed.

The System/3 or System/7 must inform IMS/VS of completion of
messages received from IMS/VS, even though a shutdown is in
progress. The master terminal operator may have requested IMS/VS
to purge its queues before shutting down; hence, IMS/VS can continue
transmitting data even though a shutdown is in progress. INMNS/VS
sends a system~shutdown message to inform the remote station when
the shutdown procedure has been completed.
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e Shutdown Request (to IMS/VS only)

IMS/VS does not initiate transmission of a new output message after
receipt of a shutdown request. 1IMS/VS transmits the system-shutdown
message when all outstanding messages have been acknowledged by

the System/3 or System/7 as being completed after all appropriate
output has been sent.

o System Shutdown (from IMS/VS only)
IMS/VS transmits this message to inform the System/3 or System/7

that communication is terminated normally.

Status Change Blocks

Status change blocks are used to specify a change in transmission
mode between IMS/VS and a System/3 or System/7. Status change blocks
may be sent as a result of using the line or pterm keywords with the
following commands: /START, /STOP, /RSTART, /PSTOP, /PURGE, and
/MONITOR.

r
IS{Y{40|Flags|Terminal (40|Flags|Terminal |[U40]|Flags|Terminal |

(I O I {Identifier} | | Identifier| | {Identifier|
L e e e e e e e e e - = = - -~ - - - - - - 4
012 3 4 6 7 8 ¢ 11 12
e Flags
Value Meaning
X'80! Unable to operate with terminal (to IMS/VS only).
X'40? Stop input from and output to terminal.
X'20! Stop input from and start output to termimnal.
X*10! Start input from and output to terminal.
X108? Start input from and stop output to terminal.

All other flag values are reserved.

Terminal identifier specifies the status changing terminal.
The flag descriptions are as follows:

Yalue Action

Xv8o! The identified terminal is marked inoperable by IMS/VS
and the master terminal operator is notified. Any input
in progress on the specified terminal is cancelled. Any
output in progress is postponed and will be retransmitted
from the first segment when the terminal is restarted.

X'40¢t Input and output are logically stopped, except systenm
messages, which continue to be transmitted. A message
in progress, in or out, is allowed to complete. Any
input message received later is rejected, and an error
message returned to the remote station. No output is
initiated except system messages.

X120 Input is logically stopped while output is allowed to
continue normally, or is started if required. An input
message in progress is allowed to complete, but any
later message is rejected, and an error message returned
to the remote stationm.
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1/0

X*10°

Input and output are logically restarted. Normal input

and output are resunmed.

Xto8¢" Input is allowed to continue normally or, if required,
is started. Output is logically stopped. An output
message in progress is allowed to complete.

Synchronization Blocks

I/0 synchronization blocks are used to allow the System/3 or System/7
and IMS/VS to synchronize I/O operations and maintain system integrity.

I/0 synchronization blocks also allow the System/3 and System/7 to
optimize their resources by controlling when and what output is sent

by INS/VS.
............................................................... 1
ISIY|20|Flags|Terminal |(20|Flags|Terninal (20|Flags|Terminal |
[ | {Identifier} | {Identifier| | | Identifier|
L e e s o e e . e e - - 4
012 3 4 6 7 8 10 11 12
e Flags
Value Meaning-
X*80! output completed (sent by System/3 or System/7).
X*40 Input in progress (sent by System/3 or System/7).
X120 Input terminated (sent by System/3 or System/7).
X*10 Send output (sent by System/3 or System/7; ASK
message) .
X'08" No output available (sent by IMS/VS; NO-OUT message).
X104 Postpone output (sent by System/3 or System/7).
X102 Resume output (sent by System/3 or System/7).

All other flag values are reserved.

Terminal Identifier specifies the affected terminal, or is binary

zeros (see flag values X'04?

and X'02*' below); the terminal

identifier field must always be present, but is not verified for

flag values X'10' and X'08°*.

IMS/VS does not transmit I/O synchronization segments except for
NO-OUT message; it ignores a received NO-OUT message.

the

The flag descriptions are as follows:

Value Action
X' 80" IMNS/VS verifies that the identified terminal has an

6.10

output message in progress. If so, the message is
removed from the IMS/VS queue; otherwise, the segment

is ignored.
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xeu0 This flag informs IMS/VS that the System/3 or System/7
is reading from the specified terminals but the first
segment has not yet been sent to IMS/VS. IMS/VS stops
sending output to the specified terminal until a full
input message has been received from the System/3 or

— Systemn/7 for the specified terminal. If an output

message to the terminal was in progress when this block
was received, it will be retransmitted later, beginning
with the first segment. The segment is ignored if an
input message from the terminal is in progress when the
block is received.

X120 This flag can be used to allow output to resume if it
was stopped using the input-in-progress flag (X'40°
above), and the System/3 or System/7 does not wish to
send any data to IMS/VS.

X'10¢* This message is referred to as the "ASK" message. It
is used by a System/3 or System/7 to reset the
transmission limit counter if transmission limit was
defined in IMS/VS system definition for the station.
It is also used tc ask for output to a station defined
as "ASK" type in IMS/VS system definition. (See X'(08!?
below.)

X108 This message is sent by IMS/VS to respond to a request
for output (value X'10') when no more output is
available, if the System/3 or System/7 is defined in
IMS/VS system definition as "ASK" type, unless
transmission was terminated by a reached transmission
limit.

X0y Terminal identifier equals binary zeros: Postpone
initiation of data messages to the System/3 or System/7
transmitting the request. Messages in progress are
completed.

Terminal identifier does not equal binary zeros:
Postpone initiation of data messages to the identified
terminal. Any message in progress is completed.

Output initiation is resumed when IMS/VS receives an
I/0 synchronization messaqge with the flag value X'02°.

X102 Resume output initiation postponed by use of the above
flag value (X'04°).

A terminal identifier of binary zeros causes IMS/VS to
resume output initiation to all terminals attached to
the System/3 or System/7 transmitting the request.

A terminal identifier other than binary zeros causes
INS/VS to resume output initiation only to the identified
terminal.

(O
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Error Blocks

Error blocks allow INS/VS and the System/3 or System/7 to inform
each other of errors pertaining to received data.

The error block format is as follows:

[ pintehebahateheiesbait b h ]

{tS 1Y (- 10 | Flags | Terminal { Msqg |Error Code |

| | | | | Identifier { Ident { |

Lme o o o e o o s ot s o e e e o - = - " = > e " T A= - — - . - - <J

0 1 2 3 4 6 7

e Flags

Value Meaning-
X'00? Error occurred on last block transmitted.
X*t01* Error occurred on previous block transmitted.
X80 Error message on last block is from user message table.
X'81° Error message on previous block is from user message table.

All other bit settings are reserved.

The terminal identifier and message identifier are from the segment
in error.

The error code is any four-character number in numeric-character
notation when sent to or received from IMS/VS.

Error Message Sent by IMS/VS: An error block is sent whenever an error
results while IMS/VS is processing an input segment. The message
identifier from the segment causing the error message to be generated
is added to the error message before transmitting it to the remote
station. IMS/VS also reverts all involved resources to a first-segment
status, causing all remaining segments of the message in error to be
flushed.

IMS/VS causes a reverse interrupt (RVI) sequence to be transmitted if
an error message was generated. IMS/VS then accepts one additional
input block after transmitting RVI. An attempt to transmit more than
one block results in a transmission error and the station is logically
deactivated. The flags allow the remote station to determine in which
block a given error was found.

Error Messade Received by IMS/VS: An error messagde is accepted by
INS/VS if IMS/VS has transmitted a message to the System/3 or System/7
that has not yet been dequeued by a corresponding I/0 synchronization
block (output complete) received from the System/3 or System/7, or
postponed because of an error or received input.

e Error message acceptable

The logical terminal (CNT) from which the message causing the error
was read is stopped. A message destined for the IMS/VS master
terminal is generated. This message includes the name of the
stopped CNT and the error code received from the remote station.

e Error message not acceptable
The transmitting remote station is logically deactivated. The
master terminal operator is notified. If the System/3 or System/7

is reactivated before IMS/VS has been shutdown, it is activated in
an emerdgency restart status.
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System/7 Load Request Block

A System/7 on a polled line can send IMS/VS a load request block to
request that a load or IPL sequence be performed.

[ bttt ettt ]
| S { Y i 01 | Flags | Load Module Name |
i e e e e 2 e 2 ey e = 2 e e e e 0 o o o o e e o e e e o 4
0 1 2 3 4
e Flags
Bit Meaning
0 0=IMS/VS transmits only the load module.

1=IMS/VS transmits $UBIPL, followed by the load module,
followed by an emergency restart block.

All other flag values are reserved.

Load module name is the name of a member in a PDS specified by the
S7TBSCLIB DD statement in the IMS procedure. The member must have
been placed in the PDS using Format/7 (specifying 'CARD' output
format), or other equivalent product producing the same format.
IMS/VS reads the load module from the PDS and transmits the load
module to the System/7.

INTERFACE BETWEEN IMS/VS AND A - SYSTEM/7 START/STOP

The interface between IMS/VS and a System/7 consists of blocks of
information transmitted across the communication line. Data blocks
are used to transfer data. Synchronization blocks are used between
IMS/VS and the System/7 stations to inform each other about the status
of terminals, completion of output, restart, and shutdown. These blocks
must be translated from transmission code to EBCDIC when received, and
from EBCDIC to transmission code before being transmitted.

If IMS/VS detects interface errors, it transmits an EOT to stop the
System/7, and sends a message to the master terminal. If the System/7
is restarted before IMS/VS is shut down, it is restarted in emergency
restart status (refer to "Shutdown/Restart Blocks" under
"Synchronization Blocks").

The System/7 is logically deactivated if any of the following
cateqgories of errors occur:

Transmission errors

Invalid data or synchronizatiom block formats
Transmission code/EBCDIC translation errors
Invalid station or terminal identifier
Invalid data block flag settings

Load sequence errors

The System/7 may be logically deactivated due to its relatively
short timeout cycle of 16.5 seconds. A timeout may first occur at the
remote station and then IMS/VS if the system is so loaded that IMS/VS
cannot process an input line buffer and respond to the station in a
timely manner.
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DATA BLOCKS

A data block contains one or more segments belonging to one or more
messages. A segment is fully transmitted by IMS/VS in one transmission,
unless its size exceeds the user-specified transmission buffer size,
in which case it is changed into multiple segments of the following
format.

The D and A identify the block as a data block. The field contains
the two characters D and A in uppercase EBCDIC.

Block identifier specifies the block for restart purposes. When an
input message is enqueued, IMS/VS logs the block identifier with the
message. IMS/VS transmits the last logged block identifier back to
the System/7 after a restart of INS/VS. The System/7 can also request
this information to be transmitted, thus allowing resynchronizatiosn
after a previous restart.

Data blocks may be transmitted in PTTC/EBCD code or pseudobinary
PTTC/EBCD code. Care must be taken to ensure that a transmitted
character does not conflict with a line control character. All
identifiers used must give the same result in EBCDIC regardless of
transmission code.

It is recommended that the block identifier be changed between
blocks. If the first block received after a restart has the same block
identifier as was used to restart, the block is considered
retransmitted. This is described in more detail under "Data Segment
Format."

Note: In a future release, the block identifier may be required to
change between blocks.

Data Seqment Format

| Terminal | Msg | Flags | Length | Data |
{Identifier| Ident.| | | {

e Terminal Identifier

~ Received by IMS/VS: This value must correspond to the address
given in a TERMINAL macro specified in IMS/VS system definition
for the transmitting System/7; otherwise, the System/7 is
logically deactivated.

- Transmitted from IMS/VS: The address given in the TERMINAL
macro for the outputting terminal is used as terminal identifier.
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e Message Identifier

This identifies a message within a block for error message and
restart purposes. Error messadges are described under
"Synchronization Blocks."

The message identifier is logged with the block identifier by
IMS/VS. In case of a restart of IMS/VS or an emergency restart of
the System/7, the message identifier (together with the block
jdentifier describing the last message enqueued) is transmitted to
the System/7. The System/7 can then retransmit the identified
block. Retransmission is not required if the identified message
was not followed by any segments, or if these segments can be built
into the next block.

The first input data block after a restart is considered
retransmitted if its block identifier is the same as the one used

to restart. The received block is scanned to find the first segment
following the identified messaqe, if any, thereby bypassing all
segments already enqueued, in case of a retransmission.

Flags
Bit Meaning
0-3 Must be all ones.
4 Reserved (should be zero).
5 Segment spanning flag:
0=Segment ends in this buffer.
1=Seqment does not end in this buffer.
6 0=First part of a message.
1=Nonfirst part of a message.
7 O0=Last part of a message.

1=Nonlast part of a message.

All combinations of flag bits 5, 6, and 7 are valid except X'04°
and X'06°'.

"part" in the above flag meanings, emphasizes that a segment can
be changed to nultiple segments as previously defined, and as
indicated by the spanning flagqg.

The setting of the flag bits must correspond to the definition of
the transaction in IMS/VS system definition. A transaction defined
as a single-segment transaction to IMS/VS must have flag bits 4-7
off. 1A transaction defined as a multiple-segment transaction, as
well as all message switches, can, but are not required to, consist
of multiple segments. A command must follow the rules for that
command defined by the IMS/VS systenm.

The setting of flag bits must also be consistent during the flow

of data; that is, cne message must be terminated before the next
can start, or the station is logically deactivated. The segment
spanning flag is set by IMS/VS whenever a seqment spanned an IMS/VS
queue buffer, or could not be contained in one transmission buffer.
The seqment spanning flag is ignored when received by IMS/VS.
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Length

Specifies the combined length of the length and data fields. All
the data defined by this length must be within the block. This
field is 4-byte EBCDIC hexadecimal notation. This format is chosen
to avoid conflicts with line control characters. For example, if

a segment is 108 bytes this length would, in EBCDIC hexadecimal,

be '006C*.

Data

The format of the data must correspond to the standard IMS/VS data
formats.

EXAMPLES OF DATA BLOCK FORMATS

System/7 Transmission to IMS/VS
Four data blocks are shown in this example. Data came from three
terminals:

6.16

Terminal T1: One message consisting of segments 1, 2, and 3.

Terminal T2: Two messages, one consisting of segments 6 and 7,
the other of segment 8.

Terminal T3: One message consisting of segments 4 and 5.
IBLK 1{T11 1{ 1i{Length{Segment 1(T1| 1| 3|Length|Segment 2 |

- - - ———————————— -~ ——— - - —— - — " - - - - - = - o = -]

e e e e e e e e e e e e e - . - e e — - —— - ———
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INS/VS Transmission to System/7

Eight blocks are shown in this example.
terminals:

e Terminal T1: One

e Terminal T2: One

e Terminal T3: One
of which requires

e Terminal Tl#: One

- — - - — - — - - - ——— — - ———— — - —————— - - - - —— -

message consisting
message consisting

message consisting
spanning.

message consisting

of

of

of

Data is destined for four

segments 1, 2 and 3.

segment 4.

segments 5, 6 and 7,

segment 8.

|D A{BLK 1{T1| 1| 1{Length{Segment 1|T1| 1] 3|Length|Segment 2

e e e e s e r et e e r e e — e e > = - —————— N |
e a1
{D A|BLK 2|T1{ 1{ 2{Length|Seqment 3|T2} 2| O|Length|Segment 4 |
L o o e o e e e e e e e - —— = =" - - Jd
[ eiatetndeiatnt ettt g
(D A{BLK 3|T3{ 1| 5i{Length|Segment 5 (spanned) |
L ot o i e e e e e e e e - - - - - - - G - — - - - - J
[ ubetntetiintehaieb bbb ettt h}
{D A{BLK 4|73t 1| 3{Length|Segment 5 |
Lo m o o e o e s e e e e e = - ————— - " —— ———— - —— - - J
[ Attt ittt h
ID A}BLK 5§T3}] 1| 7|Length|Segment 6 (spanned) |
L o o et ot o s e e e e e 2o e e e e e "~ —— T — — . - - - |
[ ettt ettt b ]
JD AJBLK 6|T3} 1] 3|Length|Segment 6 |
L o e o e e e e e e i e e o e e o e v e = > =~ - - . Jd
[ e st g 1
ID A{BLK 7{T3| 11 7{Length|Segment 7 (spanned) [
b s e e e c r s c e m e e c e e e e - - - > - o o . - J
[ ittt al
iD A{BLK 8|T3| 11 2|Length|Segment 7|T84§y 2| O|Length|Segment 8 |
bmwrm e e ———— . = e e = = - - - -Jd

SYNCHRONIZATION BLOCKS

Synchronization blocks are used to transmit non-data control
information between IMS/VS and System/7.

are transmitted by IMS/VS.

each

Only the formats described

described below is igncred if received by IMS/VS. System/7
synchronization blocks must be transmitted in pseudobinary PTTC/EBCD

code.

Communications with Intelligent Remote Stations
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General Block Formats

e Format A Unblocked

-
r ———————————————— - —— ————— o —— - 1 N
| S 1 Y |Type |Flagsi Data | N
L oo or oo o o o = o - - ——— — - - - d
0 2 3 y
e Format B Blocked
................................................... 1
| S {1 Y |Type |Flags]| Data | Type |Flags| Data |
g g gy g gy g 1
0 2 3 4
S and Y identify the block as a synchronization block. The field
contains the characters S and Y in uppercase EBCDIC.
Type identifies the type of information contained in the block.
Value Block ’
(hex) Format Description
80 A Shutdown/restart block.
40 B Status change block.
20 B I/0 synchronization block.
10 A Error message block.
01 A Load request.
All other type values are reserved.
Flags and data are described in the detailed description of the
above blocks.
4
N
Shutdown/Restart Blocks
Format 1 Format 2
T T T T bl r"‘"‘“"‘“"“'“‘"“"“f"“':"‘“‘, """"""" q
IS | Y (80 {Flags | IS 1Y |80 |Flags|Block identifier {Msg ident |
e v e e =] e c e e c oo e m o e - ——— - - - - ———— - 4
0 1 2 3 c 1 2 3 4 8
e Flags
Value Meaning
X'80" Cold start (format 1).
X140 Emergency restart (format discussed below).
X'20°" Emergency restart response (format 2).
Xt10¢* Normal restart (format 2).
Xxt08e Shutdown regquest (format 1).
Xxto2¢ System shutdown (format 1).
X011 Immediate shutdown request (format 1).
311 other flag values are reserved.
Block identifier identifies the last received block causing a
nessage to be queued.
Messaqge identifier identifies the last message within the block to
be queued.
l/“
.
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Restart Messages: The restart message is sent by IMNS/VS to a System/7
when: '

Communication is started due to IMS/VS receiving a /START command
with the line or pterm keywords, where the station pterm (the
System/7) was not explicitly stopped by a previous command. A
station stopped condition is reset by including the station pterm
in the /START command.

Requested by the System/7.

The restart message indicates either how IMS/VS was started or how
previous communication was terminated.

IMS/VS Cold Started

When IMS/VS transmits the cold start message to the System/7, the
message indicates that IMS/VS was started with empty queues. The
System/7 must start its transmission with the first segment of a
message; otherwise, the System/7 is logically deactivated and the
master terminal operator notified. If the System/7 is reactivated
before IMS/VS has been terminated, it is activated in an emergency
restart status.

IMS/VS Receives a Cold Start Message

When IMS/VS receives a cold start message, any input message in
progress is canceled. A1l output messages in progress are restarted
from the first segment. The rules for System/7 for starting data
transmission apply as above.

IMS/VS Emergency Restarted

IMS/VS transmits an emergency restart message in format 2. The
System/7 has two options:

1. It may retransmit the block identified in the restart message.
IMS/VS starts processing with the first segment following the
last seqment of the identified message.

2. If the System/7 does not wish to retransmit the identified block,
it can build the remaining segments in the block, if any, into
some other block, and use a block identifier other tham the omne
used to restart, in the first block transmitted.

IMS/VS-Received Emergency Restart Messagde in Fcrmat 1

An input message, if one is in progress, is canceled. A1l output
messages in progress are retransmitted beginning with the first
segment. IMS/VS responds by transmitting an emergency restart
response message. The same emergency restart rules as above apply
for starting communication.

Normal Restart Message
IMS/VS transmits the normal restart message to start communication

if no other restart messaqge is required. IMS/VS ignores a received
normal restart message.
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Shutdown Messages: Shutdown messaqges inform the receiving station that

the transmitting station has started a procedure desiqned to terminate
communication between the two stations in an orderly fashion. This is
sent under the following conditions:

The

communication was terminated due to IMS/VS receiving a /STOP, /PSTOP
or /PURGE command with the line or pterm keywords.

Communication was terminated due to IMS/VS receiving a /CHECKPOINT
command for the system. “

i

Communication was terminated due to an error condition.
Communication was terminated by request of the System/7.
types of shutdown mességes are:;

Immediate Shutdown Request (from IMS/VS only)

The IMS/VS master terminal operator has requested INS/VS to
terminate communication either by stopping the System/7 or by
requesting an IMS/VS shutdown procedure. This block requests
System/7 to stop transmitting data to IMS/VS when all messages in
progress are completed.

The System/7 must inform IMS/VS of completion of messages received
from IMS/VS, even though a shutdown is in progress. The master
terminal operator may have requested IMS/VS tc purge its queues
before shutting down; hence, IMS/VS can continue transmitting data
even though a shutdown is in progress. IMS/VS sends a
system-shutdown message to inform the remote station when the
shutdown procedure has been completed.

Shutdown Request (to IMS/VS only)

IMS/VS does not initiate transmission of a new output message after
receipt of a shutdown request. IMS/VS transmits the system-shutdown
messaqge when all outstanding messages have been acknowledged by

the System/7 as being completed after all appropriate output has
been sent. '

System Shutdown (from IMS/VS only)

IMS/VS transmits this message to inform the System/7 that
communication is terminated normally.
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Status Change Blocks

Status change blocks are used to specify a change in transmission
mode between IMS/VS and a System/7. Status change blocks may be sent
as a result of using the line or pterm keywords with the following
commands: /START, /STOP, /RSTART, /PSTOP, /PURGE, and /MONITOR.

r
{SIY|{40|Flags|Terminal |40|Flags|Terninal {j40|(Flags|Terminal |
{1

I {Identifier| | |Identifiery | | Identifier|
L o e et o e e e e = s = S S P = = - — 4
012 3 4 6 7 8 10 11 12
e Flags

Value Meaning

X'80? Unable to operate with terminal (to IMS/VS only).

X400 Stop input from and output to terminal.

Xv20! Stop input from and start output to terminal.

X*10° Start input from and output to terminal.

xvo8e Start input from and stop output to terminal.

A1l other flaqg values are reserved.
Terminal identifier specifies the status changing terminal.
The flag descriptions are as follows:

Value Action

X'80! The identified terminal is marked inoperable by IMS/VS
and the master terminal operator is notified. Any input
in progress on the specified terminal is canceled. Any
output in progress is postponed and will be retransmitted
from the first segment when the terminal is restarted.

X'yor Input and output are logically stopped, except system
messages, which continue to be transmitted. A message
in progress, in or out, is allowed to complete. Any
input message received later is rejected, and an error
message returned to the remote station. No output is
initiated except system messages.

X120¢ Input is logically stopped while output is allowed to
continue normally, or is started if required. An input
message in progress is allowed to complete, but any
later message is rejected, and an error messade returned
to the remote station.

Xr1cee Input and output are logically restarted. Normal input
and output are resumed.

X108+ Input is allowed to continue normally or, if required,

is started. Output is logically stopped. An output
message in progress is allowed to complete.
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1/0

Synchronization Blocks

I/0 synchronization blocks are used to allow the System/7 and INMS/VS
to synchronize I/0 operations and maintain system inteqrity. I/O0
synchronization blocks also allow the System/7 to optimize their
resources by controlling when and what output is sent by IMS/VS.

- -

-
IS1Y{20|FlagstTerninal |20|Flags|Terminal (20{Flagsi{Terminal |

I
the

T

6.22

s  — ——  — ——  ———— ———— - - S . - = . - — - - -

1 {Identifier| | {Identifier| | ~ |Identifier|

———————————————————————————————————————————————————————————— ]
2 3 4 6 7 8 10 11 12

Flags

Value Meaning

X*80! Output completed (sent by System/7).

X140 Input in progress (sent by Systemn/7).

X120 Input terminated (sent by System/7).

X'10¢ Send output (sent by System/7; ASK message).

Xto8? No output available (sent by IMS/VS; NO-OUT message).

X104 Postpone output (sent by System/7).

X102 Resume output (sent by System/7).

All other flag values are reserved.

Terminal identifier specifies the affected terminal, or is binary
zeros (see flag values X'04' and X'02' below); the termimal
identifier field must always be present, but is not verified for
flag values X'10' and X'08¢*.

MS/VS does not transmit I/O synchronization segments except for
NO-OUT message; it ignores a received NO-OUT message.

he flag descriptions are as follows:
Value Action
X180 IMS/VS verifies that the identified terminal has an

output message in progress. If so, the message is
removed from the IMS/VS queue; otherwise, the segment
is ignoread.

X400 This flag informs IMS/VS that the System/7 is reading
from the specified terminals but the first segment has
not yvet been sent to IMS/VS. 1IMS/VS stops sending output
to the specified terminal until a full input message
has been received from the System/7 for the specified
terminal. If an output message to the terminal was in
progress when this block was received, it will be
retransmitted later, beginning with the first segment.
The segment is ignored if an input message from the
terminal is in progress when the block is received.

X120 This flag can be used to allow output to resume if it
wvas stopped using the input-in-progress flag ( X'40°
above), and the System/7 does not wish to send any data
to IMS/VS.
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X0 This message is referred to as the Y“ASK" message. It
is used by a System/7 to reset the transmission limit
counter if transmission limit was defined in IMS/VS
system definition for the station. It is also used to
ask for output to a station defined as "ASK" type in
IMS/VS system definition. (See X'08' below.)

xX'08? This message is sent by IMS/VS to respond to a request
for output (value X'10') when no more output is
available, if the System/7 is defined in IMS/VS systen
definition as "ASK" type, unless transmission was
terninated by a reached transmission limit.

X104t Terminal identifier equals binary zeros: Postpone
initiation of data messages to the System/7 transmitting
the request. Messages in progress are completed.

Terminal identifier does not equal binary zeros:
Postpone initiation of data messages to the identified
terminal. Any messade in progress is completed.

Output initiation is resumed when IMS/VS receives an
I/0 synchronization message with the flag value X'02°',

X102 Resume output initiation postponed by use of the above
flag value (X'04°').

A terminal identifier of binary zeros causes IMS/VS to
resume output initiation to all terminals attached to
the System/7 transmitting the request.

A terminal identifier other than binary zeros causes

IMS/VS to resume output initiation only to the identified
terminal.

Error Blocks

Error blocks allow IMS/VS and the System/7 to inform each other of
errors pertaining to received data.

The error block format is as followus:

[ ettt ittt a
IS 1Y | 10 | Flags | Terminal i Msg | Error Code |
| | | | Identifier | Ident | |
L e e e e o o e o o e e e " - > - - - = - - - -J
0 1 2 3 4 6 7
e Flags
Value Meaning
X*00! IMS/VS error message.
X*80¢" Error message from user message table.

A1l other bit settings are reserved.

The terminal identifier and message identifier are from the segment
in error.

The error code is any four-character number in numeric-character
notation when sent to or received from IMS/VS.
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Error Messade Sent by IMS/VS: An error block is sent whenever an error
results while IMS/VS is processing an input segment. The message
identifier from the segment causing the error message to be generated
is added to the error message before transmitting it to the remote
station. IMS/VS also reverts all involved resources to a first-seqment
status, causing all remaining seqments of the message in error to be
flushed.

Error Message Received by IMS/VS: An error message is accepted by
INS/VS if IMS/VS has transmitted a message to the System/7 that has
not vet been dequeued by a corresponding I/0 synchronization block
(output complete) received from the System/7, or postponed because of
an error or received input.

e Error message acceptable

The logical terminal (CNT) from which the message causing the error
was read is stopped. A message destined for the IMS/VS master
terminal is generated. This message includes the name of the
stopped CNT and the error code received from the remote station.

e Error nessage not acceptable
The transmitting remote station is logically deactivated. The
master terminal operator is notified. If the System/7 is

reactivated before IMS/VS has been shut down, it is activated in
an emergency restart status.

Load Request Block

A System/7 on a polled line can send IMS/VS a load request block to
request that a load or IPL sequence be performed.

[ uietetedatetubetetetanteteshati bttt hl
| S | Y | 01 1 Flags | Load Module Name ]
L o o o e o o e s i e o s e o e o = S = = S~ ——— - - - - - - J
0 1 2 3 4
e Flags
Bit Meaning
0 0=IMS/VS transmits only the load module.

1=IMS/VS transmits UZERO and UTIPL, followed by the
load module, followed by an emergency restart block.

All other flag values are reserved.

Load module name is the name of a member in a PDS specified by the
S7LODLIB DD statement in the IMS procedure. The member must have
been placed in the PDS using Format/7, or other equivalent product
producing the same format. 1IMS/VS reads the lcad module from the
PDS, translates the load module to line code, and transmits the
load module to the System/7.
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IMS/VS RESPONSES TO RECEIVED BLOCKS

IMS/VS normally responds to a received block with a circle Y,
inviting the System/7 to transmit another block.

IMS/VS responds with a circle D under the following conditions:

® A logical error is detected in a received data block.

A command completed message must be sent.

A test message must be returned.

IMS/VS has to transmit a shutdown-request message.

IMS/VS responds with a circle C when an unrecoverable error is
detected. Some unrecoverable errors are permanent transmission error,
undefined terminal identifier in a segment, and invalid flag sequence
in data blocks. The IMS/VS master terminal operator is informed about
the problem cause. The IMS/VS master terminal operator must enter a
/START command to inform IMS/VS to resume communication with the
affected System/7.

SAMPLE IRSS TRANSHMISSION SEQUENCES

Fiqure 6~-1 on the following pages contains sample transmission
sequences between IMS/VS and an intelligent remote station (System/3
or System/7). The figure assumes the remote station was defined to
IMNS/VS as ASK-TYPE with a transmission limit either not specified or
equal to 2 (both cases shown).

Specific differences between System/3, System/7 BSC, and System/7
S/S are not shown but are defined in the appropriate preceding sections;
for example, an RVI precedes an error block sequence for System/3 and

 System/7 BSC versus a circle D for System/7 S/S.
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IMS/VS REMOTE STATION

COLD START
Sy | 80 | 80
—EOT

ASK
@ sy|20] 10| 70
EOT

DATA (*=DFS059 TERMINAL STARTED MESSAGE)

DA|BLK1 | T1|M1| 00| LNG | DATA* | T2 | M2| 00 | LNG | DATA*

‘DATA (*= DFS059 TERMINAL STARTED MESSAGE)
DA|BLK2 | T3 |M1[(00| LNG | DATA* | T4 | M2| 00 | LNG | DATA*

NO - OUTPUT (SENT ONLY IF NO TRANSMISSION LIMIT
SPECIFIED AND NO QUTPUT AVAILABLE)

Sy |20 08 | TO

EOT

OUTPUT COMPLETE AND ASK

SY|20 |80 | T2 ]| 20|10 | TO

EOT

DATA
DA|BLK3 | T2 { M1| 00 | LNG DATA

NO - OUTPUT
sy|[20] 08 |TO L>
EOT .

OUTPUT COMPLETE

SY| 20|80 | T1]/20)| 8 |T2| 20| 80|73 |20 | 80 | T4

EOT

Figure 6-1 (Part 1 of 4). Sample IRSS Transmission Sequences
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IMS/VS

REMOTE STATION

DATA (COLD START WILL CANCEL THIS INPUT)

DA|BLK4 ]| T1 [M1]01] LNG DATA
EOT
COLD START
SY | 80 | 80
EOT
DATA
DA | BLK5| T1 {M1] 00 | LNG DATA
EOT
ASK
C: sy|20|10] 10
| EOT
DATA
DA [BLK11{ T1 |[M1| 00 | LNG DATA
DATA
DA |BLK12|T2 | M1 | 00 [ LNG DATA
NO - OUTPUT (SENT ONLY IF NO TRANSMISSION LIMIT
sy | 20| o8 | To SPECIFIED AND NO OUTPUT AVAILABLE)
EOT N
OUTPUT COMPLETE
SY| 20|80 | T1| 20| 80| T2
EOT
DATA
DAIBLK13| T1 | M1| 00 | LNG DATA
Figure 6-1 (Part 2 of 4). Sample IRSS Transmission Sequences
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IMS/VS REMOTE STATION
DATA (INVALID FLAG CAUSES ABORT SEQUENCE)
DA [BLK 14| T2 [M1| 03 | NG | DaTA
EOT
NOTE 1) STATION IS STOPPED DUE TO ABORT
2) /START LINE X PTERM Y ENTERED
TO RESTART STATION
EMERGENCY RESTART
sy | 8o | 40 |BLK 13| M1 @
EOT ’
ASK
@ sy | 20|10 |70
EOT
DATA
DA|BLK 14| T2 [ M1| 00 | LNG | DATA
NO - OUTPUT
sy |20 |08 |To §
EOT
OUTPUT COMPLETE
sy |20 | 80 | T2
EOT
DATA
DA [BLK 15| T1 |M1| 00 | LNG | DATA
EOT

Figure 6-1 (Part 3 of #). Sample IRSS Transmission Sequences
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IMS/VS REMOTE STATIQN

EMERGENCY RESTART

? sy| 80 | a0
EOT

EMERGENCY RESTART RESPONSE

SY | 80 | 20 |BLK 15| M1.

EOT
ASK

<: sy|20]| 10|70
EOT

DATA

DA |BLK16| T2 (M1 | 00 | LNG DATA

NO - OUTPUT

Sy |20]|08)TO

EOT
OUTPUT COMPLETE

SY (20| 80 | T2

EOT

DATA (WITH INVALID TRANSACTION CODE)

C DA|BLK 17| T3 | M1| 00 | LNG' | DATA
EOT

SY|[10 |00 | T3 | M1 064

ERROR MESSAGE

EOT
SHUTDOWN REQUEST
<:: sy | 8o | os
EOT
SYSTEM SHUTDOWN
sy | 8o | 02
EOT

Figure 6-1 (Part 4 of 4). Sample IRSS Transmission Sequences
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INTRODUCTION

The Interactive Query Facility (IQF) is provided as an additional
feature for users of IMS/VS with the full Data Base/Data Communication
System. IQF offers the capability for spontaneous online query and
retrieval and display of data maintained within IMS/VS data basss. IQF
operates in a mode similar to a standard IMS/VS application progran
and uses IMS/VS resources for describing data, accessing data, and
connunicating with the user's terminal.

The IQF feature includes its own utility which creates the data
bases used by IQF for resolving names, synonyms, and phrases appearing
in the user's query.

Another function performed by the IQF utility is invoking IMS/VS
PSB generation to generate a separate PSB for IQOF use for each
user-supplied PSB generation d=ck. The generated PSB will include PCBs
for the IQF processor data bases. An IQF control card (described later
in this chapter) is provided to allow the user to rename an existing
PSB for use with IQF.

The IQF utility also creates and maintains IQF indaxes.

CREATION OF IQF PROCFSSOR DATA BASES

After performing IMS/VS system d=finition (described in the IMS/VS
user must execute the I0OF utility to create the following processor
data bases: IQF System Data Base (required), IQF Phrase Data Base
(required) , and QINDEX Data Base(s) (optional). These data bases are
described below.

e The System Data Base (sometimes referred to as the Field File) is
a HISAM data base that contains system information from
user-supplied IQF control cards and IMS/VS PSB generation and DBD
generation decks. The purpose of this data base is rapid resolution
of data base field names specified in the user's queries. The
System Data Base is also used to provide column heading data and
edit specifications for query output.

» The Phrase Data Base is a HIDAM data base that contains all the
predefined phrases and null words provided by the user to tailor
the IQF language to his requirements.

e The OINDEX Data Base(s) (optional) are HISAM data bases that provide
an index to user-specified fields in the user's IMS/VS data bases.
To conserve storage and time, two QINDEX Data Bases can be generated
-- one with a large key field, and one with a small key field. The
small key can be used to index all fields of its size or smaller;
the large key can be used for other fields. The sizes of the two
keys are under installation control.
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Creation of these data bases requires that the user prepare a control
card input deck for the IQF utility. The cards comprised in the deck
are:

IQF utility control statements
IMS DBD statements

TQF DBD extension statements
IMS PSB statements

IQF PSB extension statements

THE IQF UTILITY
The £5llowing programs comprise the IQF utility:

e Stage 1 System Creation (DMGSI1 and DMGSI2)
e System Data Base (Field File) Creation
e Index Creation/Update

The Stage 1 program processes the user's input control card deck
and checks for validity and consistency. Depending upon the statements
contained in the control card decks, Stage 1 produces job steps in a
Stage 2 0S/VS job stream to perform some or all of the following
functions:

e Allocate, catalog and create the IQF System Data Base describing
the data bases to be queried

e Allocate, catalog and initialize the IQF Phrase Data Base to contain
predefined phrases and null words

e Allocate, catalog and create the optional QINDEX Data Base(s) for
IQF use

e Create or update index (es) stored in the QINDEX Data Base(s)

The Stage 1 program produces a listing of the input control card
decks. A statement number appears in the listing to the left of each
control statement. Any errors or warning conditions detected by Stage
1 appear in the listing following the printout of the control
statements. The error or warning messages reference the statement
nunber of the erroneous input statement. The user is cautioned to
examine the output listing produced by Stage 1 before executing the
Stage 2 0S/VS job stream.

The catalosoged procedare for executing the IQF utility is described
in an earlier chapter of this manual.

7.2 IMS/VS System Programming Reference Manual
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IQF UTILITY CONTROL STATEMENTS

The IJF utility control statements are described in the following
sections.

THE QSYSFILE STATEMENT

The QSYSFILE statement specifies the data base name, volume(s) and
space to be allocated for the processor data bases. The format of the
user-coded QSYSFILE statement is:

- - - —— = . > > - - - — A% - " - s e B G = . - > -

|
QSYSFILE( QFLDFILE
QPHFILE"
QINDEXS1
QINDEXL1

(VOL=device=1ist1[ ,INDFX=listl}
[ ,VOL2=listl ]
+SPACE=(CYL, (91, (92[ ,inc1), (g3[ ,inc D))

[ »MAXRTKEY= {value1}]
32

[ ,IXKEYLEN=(value2,value3) ]

P ——— e e —— . ——_q
oy, . . P -
[ S e el . |

where:

QFLDFILE
is the data base name of the IQF System Data Base.

QPHFILFE
is the data base name of the IQF Phrase Data Base. The data
base name generated by the IQF utility for the index to the
Phrase Data Base is QPHINDEX.

QINDEXS1
is the data base name of the first QINDEX Data Base.

QINDEXL1
is the data base name of the second QINDEX Data Base.

Note: If the IQF indexing feature is to be used, the
QSYSFILE statement(s) for thz QINDEX Data Base(s) must be
included at creation time for the System Data Base. This
causes the IQF utility to allocate space for the data base (s)
and to initialize for subssquent index creation.

VOl=device=
specifies the physical storage device type on which all data
sets for this data set group are to be stored. A list of
valid entries for this suboperand follows.

Device Name- "Devices"
Disk Pacility 2314, 2319, 3330, or 3340
Fixed Head File 2305
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INDEX=
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VOL2=
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SPACE=CYL
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q3

Note
data

7.4 TIMS/VS Sy

specifies the volume serial number(s) of the volume (s)
for a data set group as follows:

° Single-volume HISAM group
. Single-volume HIDAM group
. Multiple-volume HISAM group where the first

volume in the list is also used for OSAM when
the VOl2= is omitted

° Volumes of the ISAM portion of a HISAM group
(volumes for OSAM portion are specified through
VOL2= operand)

° Volumes of the OSAM portion of a HIDAM group
(volumes for primary INDEX portion are specified
through INDEX= and the VOL2= operands

specifies the volume serial number of the volume(s) used
for the primary INDEX portion of a HIDAM data base. If
VYOL2= operand is also used, the suboperand specifies
only the ISAM portion of the INDEX. Otherwise, the last
volume in the VOL= suboperand list of the QPHFILE
statement is also used for the OSAM portion of the INDEX.

specifies the volume serial number of the volume(s) used
for the 0OSAM portion of a HISAM data set group or the
OSAM portion of the primary INDEX of a HIDAM data set
group.

Note: If the list suboperand consists of more than one
volume serial number, the list is enclosed in parentheses
and a comma is used to separate the serial numbers.

ifies space allocation in cylinders as follows:

allocation for the ISAM portion of a HISAM data set
group or the ISAM portion of the primary INDEX of
a HIDAM data set group.

allocation for the OSAM portion of a HISAM data set
group or the OSAM portion of the primary INDEX of
a HIDAM data set group.

allocation for the OSAM portion of a HIDAM data set
group. This parameter is used only in the QPHFILE
statement.

specifies secondary allocation for the OSAM or VSAM
ESDS data set.

¢ The space allocation algorithms for the IQF processor
bases are discussed later in this chapter.
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MAXRTKEY=
specifies the maximum size of the root key pointer field in
a QINDEX Data Base. If the QINDEX Data Base capability is
selected, this operand is optionally specified only in the
QSYSFILE statement for the IQP System Data Base (QFLDFILE).
- If the operand is omitted, the d=2fault length is 32 bytes.

A full file search will be required for any data bases whose
root key is greater than the value specified for this
operand.

IXKEYLERN=

value2 specifies the maximum length index field for the QINDEXS1
Data Base.

value3d specifies the maximum length index field for the QINDEXL1
Data Base.

This operand is specified in the QSYSFILE statement for
the IQF System Data Base (QFLDFILE) if either or both
QINDEX Data Bases are used. If one QINDEX Data Base is
used, then only the value2 operand is specified.

When creating the processor data bases, a QSYSFILE statement mast
be included in the control card input deck for the IQF System Data Base
and the Phrase Data Base. If the IQF indexing feature is to be used,
the QSYSFILE statement (s) for the QINDEX Data Base(s) must also be
included. The applicable operands to be used in the QSYSFILE statement
for each of the data bases are as follows:

- - - D TP = P W T P D e > - YR > WS n - - -

VOoL=device=1list1[ ,VOL2=1list 1]
¢SPACE= (CYL, (91, (32)))

[ MAXRTKEY=valuel]

{ /IXKEYLEN= (value2,value3) ]}

P e s e R |

- . - - S s > - - - - . - D We wn W s -

|

[

|

|

|

|

|

|

| |
| VOl=device=list? ,INDEX=1list! {
| [,VO0L2=1list1] |
1 ¢SPACE= (CYL, (91, (q2[ ,inc D, (33[,inc])) |
|

i

|

|

|

|

{

1

— - - - > = > - - —D - - - " o s = - - -

i
!  OQINDEXS1 VOl=device=1listi[ ,VOL2=1ist1 ] 1
| +SPACE=(CYL, (g1, (g2))) ~ |
B B e EEEE R |
1 |
{  OINDEXL1 VoL=device=1ist1[ ,VOL2=1ist1 ] |
| ¢+ SPACE=(CYL, (q1, (92))) |
L o o o e o o v i e o e o h = - - - - - - > - - - - - - 4
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THE OPTION STATEMENT

in

7.6

The OPTION statement specifies certain system defaults as described
the following discussion of the operands. :

The format of the OPTION statement is:

r b

| { 1 |

f { OPTION { [LINLIMIT=line limit] f

{ | | 200 |

\ \ 1 !

{ | ! [ ,RECLIMIT=record limit] |

| | | 0 |

{ | ! i

1 | 1 [ ,LIST= {1§§} ] 1

| ! | NO |

| | { !

Lot e e e e e mm e —m e e e e —— e ————— ———————— 3

where:

LINLIMIT=
is the maximam number of output lines produced by a gquery.

RECLIMIT=
is the maximum number of logical records (data base path
instances) retrieved from a data base by a query. If
omitted, or if zero is cod=d, no limit is imposed.

LIST=

specifies whether or not words in a query which are not
recognized by the processor cause the query to terminate
with an error message. The default option is %o terminate.

Note: Both the LINLIMIT and RECLIMIT system defaults set through

the OPTION statement can be overridden for a given query through
the LIMIT command.
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THE ** JOB STATEMENT

The ** JOB statement specifies the job execute statement to be
included in the Stage 2 0S/VS job stream generated by the IQF utility
(Stage 1).

The format of the ** JOB statement is:

r 1

! 1 | l

| ** [jobname] | JOB | operands conmments |

| | 1 |

1 | { |

e rr r r e e c e e — s e e e ————————— —————-—— - ] |

where:

ek must be punched in columns 1 and 2.

JOB must be preceded and followed by at least one blank.

Note: The operand field is the same as described in the 0S/VS Job
Control Langquage Reference Manual, GC28-0618.

If the *% JDOB statement is not incluled, the following default card
is generated in the Stage 2 job stream:

//IQFUTY JOoB 1,IQF,CLASS=a,

MSGCLASS=A,
MSGLEVEL=1
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THE QINDXGEN STATEMENT

The QINDXGEN statement specifies indax creation or update. 1Its
presence in the control deck input to the IQF utility causes the IQF
Indsx Creation/Opdate Utility program to be invoked.

The format of the QINDXGEN statement is:

r : 1

| | | |

| I QINDXGEN] CREATE. |

i 1 | UPDATE |

| | ( |

! | { [A] |

| f { ,PCBN=pcb name |( {D} ) |

| | | Ly |

| [ | |

| | ! ,SEGN=segment name |

| 1 ! |

! ! I [A] !

| | | ,FLDN=field name [( {D} ) |

! | | M |

| | | |

Lo or o v o o o o o e e o A e = —— - - > W= e - - - - J

where:

CREATE
specifies create (load) mode processing. This is the
default.

UPDATE
specifies update mode processing.

PCBN=
specifies the IQF PCB name of the PCB describing the logical
data base containing the indexed field. The same name shouli
be used as that specified in the *QPCB statement.

SEGN=
specifies the segment within the logical data base (PCB)
containing the indexed field.

FLDN=

specifies the indexed field. (AR field that is indexed by
IQF can be no greater than 250 bytes.)

FLDN always relates to the immediately preceding SEGN and SEGN to
the most recent PCBN. The sequence is as follows:

PCBN=xxX,SEGN=xxXx,
FLDN=xxx,FLDN=xxXx,
FLDN¥N=xxx, PCBN=XXX,
SEGN=xxx,FLDN=xxXx,
SEG¥=xxx, FLDN=xXxX,
FLDN=xxX,FLDN=XxXX

A processing action code, A, D, and M, can be specified at the data
base (PCB) or field levels. The A, D, and ¥ following the data base
or field name indicate add, delete or modify processing. 1A code
specified at the data base level supersedes any codes specified at the
field level. If a code is not specified at either level, and the mode
is CREATE, the default is "add". If the mode is UPDATE and the
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processing code is omitted, the default is "modify". If a code of D
or ¥ is specified in a statement with the CREATE mode code, the IQF
Index Creation/Update Utility program assumes "add."

One or more QINDXGEV statements can be included in the IQF utility
input deck. A separate statement can be used for each field to Ye
indexed (or desleted) where it is desirable to process several fields
in a single invocation of the IQF Ind=2x Creation/Update Utility progranm.
It is also possible to repeat PCBN, SEGN and FLDN within a statement
invocation. Also, a statement of both CREATE and UPDATE mode can be
included in the input deck. For this case, however, the system will
utilize a PROCOPT=A for processing the Index Data Base(s). (It should
be noted that the creation of an index for a field not previously
inisxed results in a less efficient data structure.) place a non-blank
character in column 72 and begin continuation with a keyword starting
in column 16 of the following statement. (See the example in the
discussion of "IQF Index Creation and Maintenance! provided later in
this chapter.)

THE ENDUP STATEMENT

This statement must be entered. It indicates the end of inpat
control card statements to the IQF utility.

Utilities Reference Manual. The DBD control statements used for input
to the IQF utility can be the same as those previously used to generate
the DBDs described for an installation's data bases. Certain IQF
statements are used, however, to expand the data base description to
include additional field definitions, synonyms, columa headings, etc.
The DBD decks are used with the PSB decks by the IQF utility to create
the System Data Base. The IQF DBD extension statements are described
in the following section.

INTERACTIVE QUERY FACILITY (IQF) DBD EXTENSION STATEMENTS

IQF provides extensions to the DBD to d=fine to IQF additional fields
which are not defined to IMS/VS and to define synonyms, column headings
and output masks for fields. The IQF DBD extension statements are
*FIELD and *QFIELD. (An asterisk must always appear in column 1.)

These statements are applicable only to the physical DBD deck.

Where FIELD statements are not present in the DBD deck, the *FIELD
statement can follow a SEGM statement or a LCHILD statement.
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The *FIELD Statement

This statement defines a field to IQF for use in a query.

is not

2xisting field or segment.

The field
defined to IMS/VS. This capability can be used to subset an
The *FIELD statement must not be used to

subset or bridge fields where packed decimal data (TYPE=P) is involved.

The

1% | FIELD {

| | |

L oo v o v o o o o e e - = " - - - . e e > W W e G -
Note: The * in column 1 will cause IMS/VS DBDGEN to ignore this
statement. There is thus no impact on user application programs

format of the *FIELD statement is:

sharing the data base (s).

The operands for the *FIELD statement are identical to those for

the IMS/VS FIELD statement; the same rules and options apply-

that in IQF the following restrictions on data base field lengths apply

to the
For
For
For

All

query must be

TYPE= operands:

TYPE = X (hexadecimal data): 2 or 4 bytes

TYPE = P (packed decimal data) : 1 to 31 digits

TYPE = C (alphameric data): 1 to 31 characters

fields of a virtual logical child that are to be used in an IQF

offsets as does IMS.)

defined by FIELD or *FIELD macro statements that refer
to the data of the virtual logical child.
rafer to field definitions provided for a real logical child ani

duplicate them under the virtual logical child at the appropriate

(IQF does not automatically

Hhen a virtual logical child is defined, and when the user proviles
the virtual logical child in the input data stream provided to the IQF
utility before the corresponding definition of the real logical child,
the user must provide a FIELD or *FIELD macro statement for the virtual
logical child such that the last hyte of the virtual logical child data

is included within the range of data defined by the FIELD or *FIELD

macro statement.

7.10
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The- *QFIFLD Statement

This statement specifies an output edit mask, column header or
synonym for a field. The *QFIELD statement must immediately follow
the FIELD or the *FIELD statement in the DBD deck.

The format of the *QFIELD statement is:

- e - G - - An WS W e W e - — — - S T = E - W e = = W — - e e b - -

[ MASK=hh ][ , HEADER=" header" ]

[ ,SYNONYM=(synonym, pchname ,ALL]) ]

Note: The * in column 1 causes IMS DBDGEN to ignore this statement.
There is thus no impact on user application programs sharing the
data base(s).
where:
MASK=hh specifies a 1-byte output edit code.

The output mask byte is defined as follows:

on Print as is.

01-3F Reserved for future use.

40 Floating dollar sign, with no decimal places, left
zero suppress, and commas every 3 non-zero places.

41 Invalid. Not to be used.

42 Same as 40, but with 2 decimal places.

43-7F Invalid. Reserved for IBM World Trade Corporation
use.

80 As is, with left-zero suppression.

81-BF 1-63 decimal places, left-zero suppression.

CO-FF Invalid. Reserved for future use.

Note: Those masks pertaining to numeric editing such as
decimal places, floating dollar signs, etc. are applicable

only to packed decimal and hexadecimal fields.

HEADER=
specifies an output column header up to 20 bytes.
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SYNONYM=
specifies a 1-word field synonym (maximum of 20 bytes) for
the associated field name. The synonym is applicable to
the associated field within the PCB named; pcbname is ths
IQF PCB name given in the *QPCB macro statement in the PSBGEN
d2ck. Since the same field name can be used in FIELD macro
statements in more than one segment in a DBD3EN, the "ALL"
option can be used to indicate that the field synonym stands
for the field in all segments within the PCB named. Multipls
synonyms per field can be specified. (More than one synonym
osperand sublist can be specified per *QFIELD statement.)

¥ote: 1A synonym must: (1) be fewer than or egual to 20
alphameric characters, (2) start with an alpha character --
that is, A-2, $, @, #, _(undsrscore), (3) be one worid,
without hyphenation, and (4) not be an IQF keyworad.

IMS PSB STATEMENTS

The statements in the IMWS PSB deck are dsscribed in the "PSB
Generation" chapter of the IMS/VS Utilities Reference Manual. The PSB
control statements used for input to ths IQF utility can be the same
as those previously used to generate PSBs for application programs.
An optional IQF control statement (that is, *QPSBGEN) can be used to

rename the PSB for use by IQF.

The user is cautioned that the IQOF utility automatically inclujes
PCBs for the IQF processor data bases -~ that is, the System Data Base,
Phrase Data Base, and (if defined) one or two Index Data Bases -- within
the user-provided PSB deck. If the existing user PSB already contains
the maximum number of PCBs that can be defined in a PSEGEN, the PSR
should be restructured to accommodate the addition of the IQF PCBs,

This may involve breaking the existing PSB into two or more PSBs. The
manner in which the PSB is restructured is contingent upon what an
installation wants to query through a given transaction code.

All IMS/VS PCB macro statements (PCB, SENSEG, PSBGEN) to be used by
IQF must be contained within one card (columns 2-70). The user should
examine his PSB generation deck(s) to ensure that the PCB statements
meet this requirement. The user should also examine all SENSEG
statements where the PROCOPT keyword has been coded. If PROCOPT is
cod=2d, 'GP' must be part of that PROCOPT to insure that returns from
DL/I to IQF will be normal.

The PSB decks are combined with the DBD decks for creation of the
System Data Base. The IQF PSB extension statements are described below.
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INTERACTIVE QUERY FACILITY (IQF) PSB EXTENSION STATEMENTS

The IQF PSB extension statements are *QPCB and *QPSBGEN. (An
asterisk must always appear in column 1.)

The *QPCB Statement

To associate the query with the appropriate logical data base (PCB),
it is necessary to provide a PCB name for use by IQF. (PCB names
referred to by IQF must be unique within a user's installation.) The
*QPCB statement provides this function.

The format of the *QPCB statement is:

Note: The * in column 1 of the QPCB statement causes IMS PSBGEN to
ignore these statements. There is thus no impact on user application
programs sharing the data.

where:

PCBN=
specifies a 1~ to 8~byte unigque alphameric name to be
associated with the PCB. This is the data base name to be
used in QUERY commands for this data base.

The user is cautioned that he must insert the *QPCB statement
immediately following each PCB statament in the PSB generation decks
that pertain to a data base to be queried. In addition to providing
a name for the PCB for use in IQF QUERY commands, this statement
identifies PCBs sensitive to IQF processing. If the *QPCB statement
is omitted, the IQF utility ignores the PCB.
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The - *QPSBGEN Statement

The optional *QPSBGEN statement follows the PSBGEN card. It provides
the capability to rename a PSB input to the IDQF utility without actually
changing the name in the PSBGEN statement.

The format of the *QPSBGEN statement is:

| ittt 1
f | |
| * f QPSBGEN | [PSBNAME=psb name] [ ,FFS=code] |
| ! | |
L e e e e e e e o e e e e e = e o - ——— - " s - - v - e - 4 . - - -l
where:

PSBNAME=

specifies the PSB name to be used for IQF processing.

Note: If this operand is us2d, the PSB name specified must
also be coded in PSB=operand of the APPLCTN system dz2finition
macro-instruction.

FFS=
specifies the name of the transaction code to be used for
Full File Search (if any) associated with this PSB. If the
code is an *, the Full File Search is performed by the same
transaction code. This may cause checkpoint problems. If
the code is not present, a Full File Search is not invocable
by the transaction.

The Full File Search transaction code must be specified to
INS/VS through the TRANSACT macro-instruction at IMS/VS
system definition. If this transaction codes is not an
asterisk (%), it must be a non-conversational transaction
code which uses the PSB named in the previous operand. 1In
other words, the transaction cods must have been specified
at IMS/VS system definition time through a TRANSACT macro
comprising the application dascription set which references
the PSB named in the *QPSBGEN statement. The Full File
Search is performed using the same PSPB used during initial
processing of the query in conversational mode.

The capability to designate an alternate transaction code
for the Full File Search (FFS) allows the installation to
control when queries involving such an operation are to be
executed. The master terminal operator can issue a /PSTOP
for the FFS transaction code and any future Full File Search
processing is queued for execution at a later time (vhen a
/START command is issued) .

IQF informs the user that the query requires a Full File
Search and requests him to reply "YES" or "NO", indicating
whether or not he desires IQF to proceed. If a /PSTOP has
been previously issued, the user's reply to the FFS response
is accepted and queued for subsequent processing when a
/START for the transaction code is issued. Depending upon
the installation procedure, the terminal user may know when
the FFS alternate transaction code has been /PSTOPped, or

it may be necessary for him to communicate with the master
terminal operator for this information.
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A /STOP of the IQF conversational transaction code causes
IMS/VS to reject the user's query. This /STOPs queuing of
input only if the message to be gueued originates at a
terminal.

Under no condition should a terminal user attempt to enter
a non-conversational transaction code for IQF.

FUOLL FILE SEARCH EXAMPLES

Case 1
*QPSBGEN PSBNAME=PSBO03,FFS=TRANCDXU

After a YES reply from the user terminal, IQF performs a
program-to-program message switch using TRANCDXU4. The user's systen
has defined TRANCDX4 as a non-conversational transaction code using
the PSB name PSB03. IQF returns the message "QUERY HELD FOR LATER
PROCESSING" and frees the input terminal by returning the SPA to IMS.

For this example, the system definition relating PSB and transaction
codes might be as follows:

APPLCTN PSB=PSB03, IQF=YES
TRANSACT CODE=IQFTCDE,SPA=(1000,CORE) , MODE=SNGL
TRANSACT ‘'CODE=TRANCDXU
where IQFTCDE is used for conversational terminal input and TRANCDXH4

is used intarnally by IQF for message switching to a non-conversational
transaction code.

Case 2
*QPSBGEN PSBNAME=PSBO3,FFS=*
After a YES reply from the user terminal, IQF immediately starts

full file searching. The user terminal remains in conversation for
the duration of query processing.

When a query is entered with an illegal (non-conversational)
transaction code, the following IMS message is returned:

DFS080 MESSAGE CANCELED BY INPUT EDIT ROUTINE

Whenever this happens, the user should reenter the guery with a
valid IQF transaction code.
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Resmnfanas == =2 -4

JQF UTILITY CONTROL STATEMENTS

° QSYSFILE Required 1 each for the System Data Base and the
Phrase data base. If the IQF indexing feature is
used, one QSYSFILE statement is reguired for each
QINDFX data base.

. OPTION Optional 1
. %% JDB Optional 1
. QTINDXGEN Optional n
. ENDUP Required 1

IMS DBD STATEMENTS

TQF DBD EXTENSION STATEMENTS
° *FIELD Optional n

° *QFIELD Optional n

IMS PSB STATEMENTS

See the "PSB Generation" chapter of the INS/VS Utilities Reference
Manual.

IQF PSB EXTENSION STATEMENTS

° *QPCB Required 1 for each PCB that the user wants to access
IQF.
. *QPSBGEN Optional n (1 for each PSB)

Note: Except for the ** JOB statemznt, IQF cards with an asterisk in
column 1 can be kept in the input deck when it is used for INS/VS systenm
definition. The QSYSFILE, OPTION, and QINDXGEN cards, however, are

not to be retained in the deck.
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EXAMPLE OF CONTROL STATEMENTS FOR PROCESSOR DATA BASE CREATION

The following example shows the control statements required to create
the System Data Base and to allocate and initialize the Phrase and
QINDEX data bases.

VAT JOB

// EXEC IQFUT
//SYSTN DD *

OSYSFILE QFLDFILE,VOL=2314=999999, *
SPACE=(CYL, (20, (5))), *
MAXRTKE Y=25,IXKEYLEN=(10, 30)

OSYSFILE QPHFILE,VOL=2314=888888, *
INDEX=777777, *
SPACE=(CYL, (10, 5,1), (20,2)))

QSYSFILE OINDEXS 1, VOL=3330=666666, *
V012=555555, *
SPACE=(CYL, (30, (10, 1))

QSYSFILE OINDEXL1,V01=3330=555555, *
SPACE=(CYL, (10, (10,2)))

DPTION LINLIMIT=200, RECLIMIT=50

Kk JOB (6696) , IQF, CLASS=A,MSGCLASS=A ,MSGLEVEL=1
DBD NAME=VENDOR,ACCESS=HIDAM
FIELD NAME=VENDNAM, ...
* QFIELD MASK=00, HEADER='VENDOR NAME', *
SYNONYM=SUPPL IER
FIELD NAME=ADDRESS, ...
* FIELD NAME=CITY,...

DBDGEN

FINISH

END

DBD NAME=PAYROLDB,...

DBDGEN

FINISH

END

PCB TYPE=DB, DBDNAME=VENDOR ...

* QPCB PCBN=0ORDERS
PCB TYPE=DRB,...
* QPCB PCBYN=...
PSBGEN LANG=ASSEM, PSBNAME=VENDFILE
* QPSBGEN PSBNAME=ORDRFILE,FFS=SUPLFFS
END
PCB TYPE=DB,DBDNA ME=PAYROLDB
* QPCB PCBN=PAYROLL
PSBGEN LANG=COBOL,PSBNAME=PAYONE
* QPS BGEN PSBNAME=QIQFPSB, FFS=*
END
ENDUP
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IQF SYSTFM DATA BASE MAINTENANCE

If the user intends to add or delete data bases for IQF procassing,
or to define new fields in existing data bases, he must execute the
IQF utility to recreate the IQF data bases (after scratching the o0ld
data set groups composing these data bases).

TQF INDEX CREATION AND MAINTENANCE

A facility is provided to update and create indexes using the QINDEX
data bases. The QINDEX data base(s) must be allocated creation time
to generate the system as illustrated in the preceding example. The
indexes can be created or updated as required through the IQF utility.

The example below illustrates the control statements required to
create an index and to update indexes.

/7 JOB ...
// EXEC IQFUT
//SYSIN DD *
QINDXGEN CREATE,PCBN=PAYROLL(}), *
SEGN=NAMEMAST, *
FLDN=EMPLOYEE
QINDXGEN UPDATE, PCBN=INVOICE, *
SEGN=DUEIN, *
FLDN=TINVOND ()
ok JOB (6696) ,IQF,CLASS=A,MSGCLASS=A, MSGLEVEL=1
ENDOP

Note: 1Index creation can be combinzd in the same job step.
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EXAMPLE OF STAGE 2 -0S/VS JOB STREAM FOR CREATION OF IQF PROCESSOR DATA

BASES (Output of Stage 1)

//IQFUTY JOB 1,IQF,CLASS=A,MSGCLASS=A,MSGLEVEL=1
// EXEC DBDGEN,MBR=QFLDFILE
//C.SYSIN DD *
IQFDBD  FP=Y
END
/*
// EXEC DBDGEN,MBR=QPHFILE
//C.SYSIN DD *
IQFDBD  PH=Y
END -
/*
// EXEC DBDGEN,MBR=QPHINDEX
//C.SYSIN DD *
IQFDBD PI=Y
END
/*
// EXEC DBDGEN,MBR=QINDEXS1
//C.SYSIN DD *
IQFDBD  XS=(10,L),MRKL=25
END
/*
// EXEC DBDGEN,MBR=QINDEXL1
//C.SYSIN DD *
IQFDBD  XL=(30,L),MRKL=25
END
/*
// EXEC PSBGEN,MBR=DMGFC1
//C.SYSIN DD *
IQFPCB FF=Y,PH=Y,PSBN=DMGFC1, XS=(10,L) ,XL=(30,L)
END
/*
// EXEC PSBGEN,MBR=DMGSIB
//C.SYSIN DD *
IQFPCB FF=Y,PSBN=DMGSIB
END
/*
// EXEC PSBGEN,MBR=QIQFPSB,
//C.SYSIN DD *
IQFPCB FF=Y,PH=Y,XS=(10,4),XL=(30,4)
‘PCB TYPE=DB,DBDNAME=PAYROLDB, PROCOPT=GP,KEYLEN=22
* QPCB PCBN=PAYROLL
SENSEG NAME=NAMEMAST,PARENT=0,PROCOPT=G
PSBGEN LANG=ASSEM,PSBNAME=QIQFPSB, FFS=*
*  QPSBGEN PSBNAME=QIQFPSB, FFS=*
END
/*
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//
//QFF
/7

7

// :
//QFFOVF
4

//

//
//QPHX
//

4

//QPHOVF

EXEC IQFFC

DD

DD

DD

DD

DD

DD

DD

DD

DD

DSN=IQFIFFDB,UNIT=2314,
VOL=SER=999999,

SPACE= (CYL,20),

DISP= (NEW,CATLG) , DCB= (DSORG=IS)
DSN=IQFOFFDB,UNIT=2314,
VOL=SER=999888,
SPACE= (CYL, (30,1)),

DISP= (NEW,CATLG) , DCB= (DSORG=P S)
DSN=IQFIXPDB,UNIT=2314,
VOL=SER=777777,

SPACE= (CYL,10),

DISP= (NEW,CATLG) , DCB= (DSORG=IS)
DSN=IQFOXPDB,UNIT=2314,
VOL=SER=888888,
SPACE= (CYL, (5,1)) .,

DISP= (NEW,CATLG) , DCB= (DSORG=PS)
DSN=IQFPHFDB,UNIT=2314,
VOL=SER=888888,
SPACE= (CYL, (20,2)),

DISP= (NEW,CATLG) , DCB= (DSORG=PS)
DSN=IQFXS1DB,UNIT=3330,
VOL=SER=666666,

SPACE= (CYL,30),

DISP= (NEW,CATLG) , DCB= (DSORG=IS)
DSN=IQFXOVS1,UNIT=3330,
VOL=SER=555555,
SPACE= (CYL, (10,1)),

DISP= (NEW,CATLG) , DCB= (DSORG=PS)
DSN=IQFXL1DB,UNIT=3330,
VOL=SER=555555,

SPACE= (CYL,10),

DISP= (NEW,CATLG) , DCB= (DSORG=IS)
DSN=IQFXOVL1,UNIT=3330,
VOL=SER=555555,
SPACE= (CYL, (10,2)),

DISP= (NEW,CATLG) , DCB= (DSORG=PS)

//FC1.SYSIN DD *
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QSYSFILE QFLDFILE, MAXRTKEY=25, IXKEYLEN=(10,30)

OPTION LINELIMIT=200
DBD NAME=PAYROLDB,ACCESS=HISAM
DATASET DD1=PAYROLL ,OVFLW=PAYROLOV,DEVICE=2314
SEGHM NAME=NAMEMAST,BYTES=150,FREQ=1000,PARENT=0
LCHILD NAME= (SKILNAME,SKILLINV), PAIR=NAMESKIL, PT R=NONE
FIELD NAME= (EMPLOYEE,SEQ,U) ,BYTES=60, START=1, TYPE=C
DBDGEN ,
FINISH
END
DBD NAME=LOGICDB, ACCESS=LOGICAL
DATASET LOGICAL
SEGH NAME=SKILL,SOURCE=((SKILL,,SKILLINV))
DBDGEN
FINISH
END
PCB TYPE=DB,DBDNAME=PAYROLDB, PROCOPT=GP,KEYLEN=22
* QPCB PCBN=PAYROLL

SENSEG NAME=NAMEMAST,PARENT=0,PROCOPT=G
PSBGEN LANG=ASSEM,PSBNAME=QIQFPSB

* QPSBGEN PSBNAME=QIQFPSB, FFS=*
END

/*

//QUS2X1 EXEC PSBGEN,MBR=DMGIU1
//C.SYSIN DD =*
IQFPCB FF=Y,XS=(10,1) ,XL=(30,1L)
PCB TYPE=DB,DBDNAME=PAYROLDB, PROCOPT=GP,KEYLEN=22
* QPCB PCBN=PAYROLL
SENSEG NAME=NAMEMAST,PARENT=0,PROCOPT=G
PSBGEN LANG=ASSEM,PSBNAME=DMGIU1

END
/x

//L.SYSLMOD DD DSN=6&PSBTEMP(DMGIU1) ,UNIT=SYSDA,DISP=(NEW,PASS),
// SPACE=(1024, (10,4,1))

//7QUS2X2 EXEC IQFIU
//IU1.SYSIN DD *
PSBD
QINDXGEN CREATE,PCEN=PAYROLL(4) ,SEGN=NAMEMAST, FLDN=EMPLOYEE
/*
/7

Note: Stage 1 Part 2 output is punched card only. This includes job

steps associated with indexing.
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STORAGE REQUIRFEMENTS

The main storage requirements for the DB/DC system depend on the

specifications set forth and the options selected in Stage 1 of IMS/VS -
system definition. 1In addition, the main storage requirements are {
affected by the values which appear in the parameter field of the job N

control language EXEC statements for the control and batch processing
regions. The 0S/VS options and the contents of the resident areas also
influence the main storage requirements.

Refer to the "IMS/VS Storage Estimates" chapter of this manual for
storage allocations required by IMS/VS. (The figures referenced in
the discussion that follows are included in that chapter.)

IMS/VS CONTROL REGION

The inclusion of IQF into the IMS/VS system affects the main storage
requirements of the IMS/VS control reqion. The areas to be considered
in calculating the storage requirements for this region are discussed
in the following sections.

Control Program Code

Refer to Fiqure 5-6 for the size of the basic and optional control
program code. To calculate the size of the control program code with
IQF included, add the following to the basic code:

e 180 bytes for the IQF Transaction Edit module
e The optional code for conversational processing

e The optional code for paging

» Resident terminal device support code

Control Blocks

The specifications presented in Stage 1 of the IMS/VS systenm
definition directly influence the generation of control blocks. Figure
5-8 contains the storage estimates based on those specifications. 1In
calculating the storage requirements for each data base defined to the
system, the user must consider the internal (processor) data bases used
by IQF. These are the System Data Base, Phrase Data Base, and one or
two optional QINDEX Data Bases. Although DATABASE macro statements
are required only for the QINDEX data bases, the System and Phrase data
bases must be considered in determining storage requirements.
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Given an existing INS/VS system to which IQF is to be added, the
additional nucleus control blocks space required is as follows:

Minimum Space
Needed (bytes)

For each APPLCTN macro statement
added because of IQF installation
(one or more required): 40

For each TRANSACT macro statement
added because of IQF installation
(one or more required): 56

For each DATABASE macro statement

added because of IQF installation

(two, three cr four required for

IQF internal data bases; to this

must be added the number of additional

user data bases not already in IMS/VS): 36

The square of the total number of

data bases included in the IMS/VS system
definition minus the square of the

nunber of data bases that existed

before IQF was added to the systenm. n

For example, if three IQF internal data bases are added to a system
with five existing data bases, and no additional user data bases are
added, then the impact on the nucleus control blocks for one IQF
transaction is:

40 + 56 + (3 x 36) + 82 - 52 = 243

Loaded Modules

Depending on the terminal device support requirements and the data
base organizations chosen, different modules are selected for loading
into the control region. . If new terminals are added to the user's
system confiquration concurrent with the installation of IQF, refer to
Figure 5-7 to determine storage requirements for the terminal support
modules.

In the area of data base organization, IQF uses the HISAM and HIDAM
organizations for its internal (processor) data bases. If IQF is to
be added to an existing IMS/VS system where either (or both) of these
data organizations was not previously used, then the storage
requirements for these load modules must be considered. Refer to Figure
5-1.

IMS/VS Buffers

Inclusion of IQF in the IMS/VS system may require additional buffer
pool space within the contrcl program region. Refer to the discussion
of buffers in the "IMS/VS Storage Estimates" chapter of this manual.

If the addition of IQF impacts messaqge traffic, concurrent
processing, data base processing intent, or terminal configuration,
these factors must be considered in determining buffer storage space.
The formulas presented in the "IMS/VS Storage Estimates" chapter can
be used for calculating buffer storage requirements.
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Refer to the formulas for calculating the sizes of PSBs and Data
Base PCBs in the "IMS/VS Storage Estimates" chapter.

The formula described for calculating the size of Data Base PCBs
can be used for the IQF internal data bases, The following values
should be used:

System Phrase QINDEX
A= 0 0 0
B = 5 10 2
Cc = 0 0 0
D = 3 6 2
E = 1 1 1
F = 0 0 0
G = 0 0 0
H = 37 100 * %

% (6 + key length + MAXRTKEY)

The formula described for calculating the size of DMBs can be used
for the IQF internal data bases. The following values should be used:

System Phrase QINDEX
A= 2 3 2
B = 1 2 1
c = 5 11 2
D = 0 2 0
E = 0 0 0
F = 17 6 10
H = 1 1 1
I = 0 0 0
J = 0 0 0
L= 0 0 0
M= 0 0 0
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Dynamic Storage Requirements

0S/VS requirements, for use in calculating additonal storage space
for device or data base organization support required by the inclusion
of IQF in the IMS/VS system, can be obtained from the appropriate 0S/VS
documentation.

IMS/VS MESSAGE PROCESSING REGION

The minimum message region size for IQF is 54K. This should handle
98 percent of the queries. It is assumed that the typical query will
be less than 200 bytes long and mention fewer than 15 fields with an
average field length of 10 bytes, and that sorting will not be
performed. If sorting is performed, 2K bytes of the 50K will be
available to hold the records. '

A larger region may be required for the following reasons:
1. Many data fields

2. Large data fields

3. Sorting of a large guantity of records (collections of fields)
or a quantity of large records

4. A complex query, dgenerating a large amount of code

IMNS/VS BATCH PROCESSING REGION

To run the IQF utility, a batch IMS/VS region of at least 250K is
required.

The minimum reqgion size of 250K for the IQF utility is based on a
SORT work area size of 4u4K. If a larger work area size was specified
at SYSGEN time, an appropriate increase must be made to the minimum
region size for the IQF utility. Also, the IQF Index Utility progran
may require a further increase in the minimum reqgion size. This
potential increase can be calculated as follows: If A is equal to the
number of times a value occurs in a field name being indexed and B is
equal to the MAXRTKEY value specified at IQF system generation,
calculate A(B+1.5)-8000. If the result is positive, the region size
should be increased by the result (round up to the next multiple of
2K) .

SECONDARY STORAGE

A maximum of 20 tracks of 2314 space is required for the IQF load
modules. :
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IQF MODULE STORAGE (BYTES)

The following shows the number of bytes used by the different IQF
modules at various stages of processing.

Modules
I

Common Module Table (CHMT)
SPA & Message
Control Progranm
Message Interface
Variable Message Builder
Message Interface

Work Area (WA)

Lanquage Analyzer I

Language Analyzer I
Work Area (WA)

Edit Input Table WA

Phrase Parameter Table
(formerly EITHA)

Edit Input Table

Internal (IQF Processor) Data
Base Interface-2

Internal (IQF Processor) Data
Base Interface-2 WA

Internal (IQF Processor) Data
Base Interface-2 DL/I Buffers

Field Information Table
(20x52 bytes each)

Query Path Description Table
(10x20 bytes each)

Query Path Validation Table
(25x32 bytes each)

Retention
Internal (IQF Processor)
Data Base Interface-1
Internal (IQF Processor)
Data Base Interface~1 WA
and Retention WA
Internal (IQF Processor) Data
Base Interface-1 DL/I Buffers

NPUT

700
700
1950
3100
5000

450

Time Periods

COMPILE RETENT

700
550
1950
3100
5000
450
3000

300
0

400
4oo

5328
328
200

1040
200
700

700
550
1950
3100
5000

450

2100

2200

600
200
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GENER
700
550

1950

3100

5000

450

400

1040
200

EXEC
700
550

1950

3100

5000

450

1040
200

Vs
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—_—
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—_

Modules
INPUT

Language Analyzer IX

Langquage Analyzer II WA

Func. Modules (List Total = 2800;
Selection Criteria = 7500)

Generated Code Area

User Data Base Interface (UDI)

UDI WA & Tables

UDI DL/I Buffers

UDI Logical Record (est.)

Sort & WA (if required)

Sort Buffers (2K blocks)

Storage Allocation Fragments 3000

Time Periods
COMPILE RETENT  GENER

500
60

7500
4096

EXEC

- ———— . —— ——— —— - - - —— - ——————— - — - - - ——— -~ - - —————— - - -

Subtotal

IMS/VS Region/Program
Control and 0S/VS
Work Area (VS2)*

- - — -~ ~ ——————— ——— ——- - ——— — —— —— - ——— — _— ——————— — > —— ——— -
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APPENDIX A.

Figure A-1 below shows the general organization of the control

program reqgion in 0S/VSi.

Figure A-1.

ORGANIZATION OF CONTROL PROGRAM

RAM/RSVC/LPA
0S/VS IMS/VS
MODULES MODULES

PO CONTROL REGION
PHYSICAL
LOG
TASK
MODIFY CONTROL
SUBTASK SUBTA SK
IMS/VS IMS/VS
POOLS BLOCKS
IMS/VS IMS/VS
WORKING MODULES
STORAGE
P1 DEPENDENT REGION (S)

REGION
CONTROL
TASK

PROGRAM
CONTROL
TASK

APPLICATION
PROGRAM.(S)

0S/Vs1
NUCLEUS

IMS/VS System Structure in 0S/VS1

Appendix

A. Organization of

Control Program

A.1



Figqure A-2.

A.2

Fiqure A-2 shows the general orgqanization of the control program
region in 0S/VS2.

0S/Vs2 LPA

0S/Vs
MODULES

0S/Vs2 CShA

IMS/VS
BLOCKS

IMS

POOLS

/VS

IMS/VS
MODULES

IMs/vs
MODULES

IMS/Vs
WORKING
STORAGE

M1 CONTROL REGION

PHYSTICAL

LOG
TASK

I

MODIFY
SUBTA SK

CONTROL
SUBRTASK

IMs/vs
POOLS

IMS/VS
MODULES

M2

DEPENDENT REGICN(S)

REGION
CONTROL
TA SK

PROGRAM
CONT ROL
TA SK

APPLICATION
PROGRAM (S)

0S/Vs2
NUCLEUS

INS/VS System Structure in 0S/VS2
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CONTROL PROGRAM NUCLEUS

RESIDENT ROOT
(See Figure A-4)

OVERLAY RFGION (1 OR 2)
(See Fiqures A-6 and A-7
for overlay region 1 and
overlay region 2 contents)

Figure A-3. Control Program Nucleus Generation (VS1 V=R)

CONTROL PROGRAM ROOT

RESIDENT MAP

CONTROL BLOCKS
(See Figure A-5)

CONTROL MODULES

DATA COMMUNICATION
MODULES

DATA BASE MODULES

Figure A-4. Control Program Nucleus -- Root Generation (VS1 V=R)
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Figure A-5.

CONTROL BLOCKS

COMMUNICATION LINE BLOCKS
(CLB) (CLBDECB)

COMMUNICATION TERMINAL BLOCKS
{CTB)

COMMUNICATION INTERFACE BLOCKS
(CIB)

COMMUNICATION RESTART BLOCKS
(CRB)

COMMUNICATION NAME TABLES
(CNT)

COMMUNICATION TERMINAL TABLES
(CTT)

COMMUNICATION VERB BLOCKS
(CVB)

COMMUNICATION EXTENSION BLOCK
(CXB)

MSG Q MGR CONTROL BLOCKS
(Q DCBs; Q IOBs)

TRANSACTION CLASS TABLE
(TCT)

(VS1 V=R)

CONTROL PROGRAM OVERLAY REGION 1, SECTION 1

control Program Nucleus -~ Control Blocks Generation

RSTO -- RESTART RCP0 -- CHECKPOINT
PROCESSING PROCE SSING
Figdre A-6. Control Program Nucleus -- Contents of Overlay Rsagion 1
Generation (VS1 V=R)
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CONTROL PROGRAM OVERLAY REGION 2, SECTION 1

CLMO
CMT1 MESSAGE IDPO
CMT2 GENERATION IDP1
CHMT3 Ipp2 IPCP CHECKPOINT
CMT4 IDP3 DISPLAY TERM SHUTDOWN
Ical iDpPy COMMAND
IDP5 PROCESSING CRSB1
ICLE IDbP6 CRSB2 SYSTEM 3/
ICLG Ibp7 CRSH SYSTEM 7
ICLH TERMINAL IDP8 CRSL1 PROCESSORS
ICLJ COMMAND IDPS CRS N1
IDpA CRSHW
IDPB
ICL1 PROCESSING IRD1 CRSX
ICL2 EXCEPT CFEZ TRACE EFFECTOR CR2%Z
ICL3 DISPLAY CFEZ1 CS7L
ICLY RNRE CS7L2
ICLS RERE CRS8
ICL6
ICL7 RBOI
ICL8 RDBC
ICL9 JECTLOPN
IECTCHGN

CONTROL PROGRAM OVERLAY REGION 2, SECTION 2

ISMI -- SECURITY MAINTENANCE INITIALIZATION

Figure A-7. Control Program Nucleus -- Contents of Overlay Region 2
Generation (VS1 V=R)
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IMS/VS BUFFERS

QUEUE

PROGRAM SPECIFICATION BLOCKS*

DATA MANAGEMENT BLOCKS*

DATA BASE BUFFERS*

TERMINAL BUFFERS

DATA BASE LOG BUFFERS*

FORMAT BLOCK BUFFERS

WORKING STORAGE*

* In 0S/VS2 these buffers are in CSA.

Fiqure A-8. Ccntrol Program Region -- Buffer Areas

A.6
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ACBGEN procedure

description 1.1

details 1.5
accessing of main storage, user exit
routine 3.1

delete a module from CSA 3.3

get storage from CSR 3.2

IMODULE macro 3.2
ISWITCH macro 3.1
load into CsSA 3.2

application program PCB sizes
specification of 1.21

batch-message processing region
organization of 5.47
buffer pools
advantages of 2.1
errors I/0 2.1
use of 2.1
utilization statistics, obtaining 2.1
buffers, global
storage requirements, formula for
buffers, IMS/VS
description of 5.27
storage requirements of
communication work area pool
(CWAP) 5.44-5.45
data base buffer (DBB)
pool 5.32-5,.33
data base log buffers (DYBN) 5.34
data base work pool (DBWP) 5.33
data management block (DMB) buffer
pool 5.31
enqueue/dequeue routines
general buffer pool (WKAP)
input/output, specific
terminal 5.45
line buffer pool (TDDP) 5.42-5.43
message format service buffer
pools 5.35-5.41
program specification block (PSB)
buffer pool 5.30-5.31
queue buffer pool (QBUF)
uses of 5.28

~— !

5.29
5.33

5.34

CBLTDLI procedure
description 1.4
details 1.29

command keyword table
contents of 2.4

error messages 2.5
listing of 2.4
modification of 2.4

communication line buffer pool (TPDP)
size, specification of 1.15
— for MFSTEST (MFS) 1.15

C

5.26

communication work area pool (CWAP)
size, specification of 1.15
storage requirements, calculation
of 5.u44
control blocks, global
storage for, estimating 5.26
control program nucleus, storage
requirements
basic and optional code
description 5.19
generated control blocks
organization 5.19
required resident device
code 5.21-5.22
control program working area (WKAP)

5.20
5.22-5.24

size, specification of 1.15
control region, IMS/VS
priority requirements 1.13

control region -- loaded modules
storage requirements 5.24
control region organization
vs/1 5.17
vs/2 5.117
control reqgion storage requirements
calculation, example of 5.50-5.57
minimum requirements, example
of 5.57-5.63
conversation abnormal termination exit
routine (DFSCONEOQ)
description of 4.20
IBM-supplied routine
listing of 4.23
interfaces 4.21-4,22
system definition of 4.21
CSECTs, segment edit/compression
description of 3.8
illustration 3.9
CWAP (communication work area pool)
storage requirements, calculation
of 5.44

data base batch backout utility program
(DFSBB0O00)
storage requirements 5.66
data base buffer pool (DBB)
size, specification of 1.14
storage requirements, calculation
of 5.32
data base buffer pools
storage requirements
DL/I buffer handler pool
ISAM/0SAM buffer pool 5.6
VSAM buffer pools 5.6
data base change accumulation utility
program (DFSUCUMO)
storage requirements

5.6

5.64

Index




data base/data communication system,
IMS/VS
storage requirements
dynamic storage 5.45-5.47
example 5,.48-5,57
example, minimum »
requirements 5.57-5.63
global areas 5.25-5.26
IMS/VS buffers 5.27-5.45
introduction 5.15-5.16
message and batch message
regions 5.47-5.48
worksheet 5.18
data base image copy utility program
(DFSUDMPO)
storage requirements 5.64
data base log buffers (DYBN)
storage requirements, calculation
of 5.34
data base maintenance, IQF 7.18
data base organization-dependent
modules
storage requirements 5.7-5.9
data base prefix resolution utility
program (DFSURG10)
storage requirements 5.71
data base prefix update utility program
(DFSURGPO)
storage requirements 5.71
data base pre-reorganization utility
program (DFSURPRO)
storage requirements 5.69
data base recovery utility program
(DFSURDBO)
storage requirements 5.65

data base scan utility program (DFSURGSO)

storage requirements 5.70
data base segment
delete/replace of 3.11,3.13
load/insert of 3.10,3.12
retrieval of 3.11,3.14
data base system, IMS/VS
minimum storage requirements
example 5.13-5.15

storage requirements example 5.10-5.12

data base work area pool (DBWP)
size, specification of 1.15
data base work pool (DBWP)
storage requirements 5.7
calculation of 5.33
data compression
definition 3.7
data formatting
exit routine, user 3.3
data management block (DMB)
discussion of 5.5-5.6
storage requirements, calculation
of 5.31
data security
encoding/decoding data 3.3
segment edit/compression exit 3.3
data segments, System/3 or System/7
BSC 6.3
data validation
exit routine, user 3.3

DBB (data base buffer 'pool)
storage requirements, calculation
of 5.32
DBBBATCH procedure
description 1.1
details 1.6
DBD extension statements, IQF
FIELD statement 7.10
QFIELD statement 7.11
summary 7.16
DBD SEGM statement (see SEGM)
DBDGEN procedure
description 1.1
details 1.8
DBWP (data base work pool)
storage requirements, calculation
of 5.33
dependent region interregion communication
area (DIRCA)
size, specification of 1.17
DFSBBO00 (data base batch backout utility
program)
storage requirements 5.66
DFSCMTU0 (user message table) 4,23
DFSCNTEO (message switching input
edit) 4.18-4.19
DFSCONEO (conversation abnormal
termination exit) 4.20
DFSCSMB0O (transaction code input
edit) 4,13
DFSCTTO0 (physical terminal output
edity 4.7
DFSDLOCO
randomizing module, loading of 3.41
DFSDLROO
randomizing module, use with 3.42
DFSHDC10 3.44-3.47
DFSHDC20 3.48-3.49
DFSHDC30 3.50-3.52
DFSHDC40 3.53-3.56
DFSI7770 (7770-3 input edit) 4.29
DFSO07770 (7770-3 output edit) 4.34
DFSPIXTO0 (physical terminal input
edit) 4.,2-4.7
DFSS3741 (3741 sign-on exit) 4.47
DFSS7770 (7770-3 sign-on exit) 4.25
DFSUCUMO (data base change accumulation
utility proqgram)
storage requirements 5.64
DFSUDUMP? (data base image copy utility
program)
storage requirements 5.64
DFSUPRTO (spool SYSOUT print utility
program)
storage requirements 5.72
DFSURDBO (data base recovery utility
program)
storage requirements 5.65
DFSURGP0 (data base prefix update utility
progranm)
storage requirements 5.71
DFSURGSC (data base scan utility program)
storage requirements 5.70
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DFSURGUO (HD reorganization unload utility

program)
storage requirements 5.68
DFSURG10 (data base prefix resolution
utility progranm)
storage requirements 5.71
DFSURPRO (data base pre-reorganization
utility progranm)
storage requirements 5.69
DFSURRLO (HISAM reorganization reload
utility program)
storage requirements 5.67
DFSURULO (HISAM reorganization unload
utility progranm)

storage requirements 5.66

DFS29800 (2972/2980 input edit) 4.39
DIF block size; 274x, SC7, SC2, 3600
formula for 5.38

DIF block size, 3270
storage requirements,
DL/I buffer handler pool
contents of 2.3
use of 2.3
storage requirements
DL/I interfaces
entry parameters 3.14
segment edit/compression routines,
to 3.10
DL/I trace table
description of 2.3
DLIBATCH procedure
description 1.1
details 1.9
__J0F block size, non-327C
) formula for calculating
DOF block size, 3270
formula for calculating
DMB (data management block)
storage requirements, calculation
of 5.31
DMB pool (DMB)
size, specification of 1.14
DYBN (data base log buffers)
storage requirements, calculation
of 5.34

formula for 5.37

5.6

5. 40
5.39

ENDUP (IQF utility control statement)

enqueue/dequene routine buffers
storage requirements, formula for

error blocks, System/3 or System/7

BSC 6.12

estimating storage (see storage estimates)

exit routines, user data base
accessing main storage 3.1
data base log tape record format
randomizing modules 3. 41
secondary index data base

maintenance 3.56

segment edit/compression
writing of 3.1

3.60

3.3

7.9

5.29

exit routines, user data comnmunications
basic edit routine
functions of 4.1-4.2
conversation abnormal termination

exit (DFSCONEQ) 4.20-4.23
message switching input edit
(DFSCNTEQ) 4.18-4.19
physical terminal input edit
(DFSPIXTO) 4.2-4.7
physical terminal output edit
(DFSCTTO0) 4.7-4.12
system definition requirements 4.2
transaction code input edit
(DFSCSMBO) 4.13-4.17
user message table
(DFSCMTUO) 4,23-4,.24
2972/2980 input edit
(DFS29800) 4.39-4.U46
3741 sign-on exit (DFSS3741) 4.47-4,51
7770-3 input edit (DFSI7?7770) 4.29-4.33

7770-3 output edit

(DFS07770) 4.34-4.37
7770-3 sign-on exit
(DFSS7770) 4.25-4,28

FBP (format block pool)
storage requirements, calculation
of 5.36
FIELD, IQF DBD extension statement 7.10
format block pool (FBP)
storage requirements, calculation
of 5.36
format buffer pool
storage requirements, calculation of
DIF block size; 274x, SC1, ScC2,

3600 5.38
DIF block size, 3270 5.37
DOF block size, non-3270 5.40
DOF block size, 3270 5.39
MID block size 5.U41
MOD block size 5.41

general buffer pool (WKAP)
storage requirements, calculation
of 5.33

global buffers

storage requirements 5.26
global control blocks
storage requirements 5.26

HD reorganization unload utility progranm
(DFSURGUO)
storage requirements 5.68
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HDAM randomizing modules
binary halving method
(DFSHDC20) 3.48-3.49
CSECTs
description of 3.42
generalized randomizing routine
(DFSHDCU0) 3.53-3.56
hashing method (DFSHDC30)
IMSVS.RESLIB, in 3.41,3.44
input to, primary 3.42
interfaces 3.43-3.44
invoked, when 3.42
modulo/division method

3.50-3.52

(DFSHDC10) 3.44-3.47
naming of 3.41
purpose of 3.41

HISAM reorganization reload utility
program (DFSURRLO)

storage requirements 5.67
HISAM reorganization unload utility
program (DFSURULO)

storage requirements 5.66

ICREATE
purpose of 4.8
IDESTROY
purpose of 4.8
input/output line buffers, specific
terminal
storage requirements 5,45
intelligent remote statiomns
BSC line support, System/3 or
System/7 6.2-6.13
message types 6.1
start/stop line support,
System/7 6.13-6.25
stations supported 6.1
system definition requirements 6.1
transmission sequences, examples
of 6.26-6.29
interactive query facility (IQF)
data base maintenance 7.18
DBD extension statements 7.9
examnples, full file search 7.15
index creation and maintenance 7.18
IQF utility program
control statements
introduction to 7.2
PSB extension statements
purpose and functions 7.1
storage requirements 7.22-7.27
interface errors, System/3 or System/7
BSC 6.2
IMODULE, IMS/VS function
purpose 3.1
IMODULE macro statement
examples of 3.2
function of 3.2
IMS procedure
description 1.1
details 1.11
IMSBATCH procedure
description 1.1
details 1.16

7.3-7.17
7.13-7.14

IMSCOBGO procedure
description 1.1
details 1.17

IMSCOBOL procedure
description 1.2
details 1.19

IMSMSG procedure
description 1.2
details 1.20

IMSPLI procedure
description 1.2
details 1.22

IMSPLIGO procedure
description 1.2
details 1.23

IMSRDR procedure
description 1.2
details 1.24
use of 1.4

IMS/VS execution
as an 0S/VS problem program

IMSWTnnn procedure
description 1.2
details 1.24

IQF phrase data base
allocation and initialization 7.17

job stream, sample 7.19-7.21

description 7.1

IQF QINDEX data base

1.12

allocation and initialization 7.17
job stream, sample 7.19-7.21
description 7.1
IQF system data base
creation of 7.17
job stream, sample 7.19-7.21

description 7.1
IQF utility
control statements
ENDUP 7.9
JOB 7.7
OPTION 7.6
QINDXGEN 7.8
QSYSFILE 7.3-7.5
summary of 7.16
functions of 7.1,7.2
IQPFPC procedure
description 1.2
details 1.25
IQFIU procedure
description 1.2
details 1.25
IQFUT procedure
description 1.2
details 1.27
IRSS (intelligent remote station
support) 6.1
ISAM/0SAM buffer pool
fixed-length buffers
size, specification of 2.2
operation of 2.2
storage requirements 5.6
use of 2.1
ISWITCH macro statement
example of 3.1
function of 3.1
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B (IQF utility control statement) 7.7

key compression

definition 3.7

entry code, segment edit/compression

exit routine 3.15
KEYWD macro statement

command keyword table, to modify 2.4

KMPEX module
description 3.17
listing 3.25-3.40
messages and codes
operation of

compression routine 3.18-3.22
expansion routine 3.22-3.23
initialization routine 3.23

3.24-3.25

line buffer pool (TDDP)
storage requirements, calculation
of 5.42-5.43
terminals, specific
3270s, with MFS 5.42

5.45

load request blocks, System/3 or System/7

BSC 6.13

log tape record format 3.60

log tape write-ahead
activated, how 2.4
purpose of 2.3

system performance, impact on 2.4
TRECL size 1.12
- formula for 1.13
message classes
message processing regions, in 1.20

message format block pool (FBP)
size, specification of 1.14
message format service buffer pool
storage requirements, calculation
of 5.35-5.u43
message processing regions
messade classes, specification of
organization of 5.47
starting of 1.4
termination limit option 1.21
message switching input edit routine
(DFSCNTEO)
description
example
listing of
purpose of
interface 4.18
MFDBDUMP procedure
description 1.2
details 1.27
MFDBLOAD procedure
description 1.3
details 1.28
MFSBACK procedure
description 1.3

4.18

4,19
4.18

1.20

MFSBTCH1 procedure

description 1.3
MFSREST procedure
description 1.3
MFSSRVC procedure
description 1.3
MFSTEST procedure
description 1.3
MFSUTL procedure
description 1.3

MID block size
formula for
MOD block size
formula for

calculating 5.41

calculating 5.41

NULLVAL operand
use of 3.57

OPEN module, IMS/VS (see DFSDLOCO)
OPTION (IQF utility control
statement) 7.6
0S/VSs buffers
storage requirements 5.9
0S/VS control blocks and work space
storage requirements 5.9-5.10
output translate table, 7770-3 4.37
overlay supervisor

specification of 1.20

phrase data base, IQF (see IQF phrase
data base)
physical data base segments
non-compressible types 3.7
physical terminal input edit routine
(DFSPIXTO)
example
listing of 4.5-4.7
purpose of 4.4
interface 4.3-4.4
name, specification of
operation of 4.2-4.3
physical terminal output edit routine
(DFSCTTOO)

4.3

example
listing of U4.9-4.12
purpose of 4.8
interface 4.7-4.8
purpose of 4.7

PLITDLI procedure

description 1.4
details 1.29

procedure, IMS/VS supplied
how to use 1.4

procedure library, IMS/VS
creation of 1.1

program specification block (PSB)
storage requirements, calculation
of 5.2-5.5

1.1

Index




PSB buffer pool segment edit/compression exit routine r
storage requirements, calculation abnormal termination, effects of 3.6 &M
of 5.30 ) capabilities of 3.5
0S/VS considerations 5.31 compression, types of 3.7
PSB extension statements, IQF data base conversion to allow 3.16
QPCB statement 7.13 description 3.3
QPSBGEN statement 7.14 DL/I interfaces
summary 7.16 delete/replace 3.11
PSB pool (PSB) load/insert 3.10
size, specification of 1.14 retrieve 3.11
PSB work area pool (PSBW) entry codes
size, specification of 1.15 explanation of 3.14-3.16
PSBGEN procedure entry parameters, DL/I 3.14
description 1.3 example of 3.17-3.40
details 1.28 implementation of 3.6

initialization, DL/I actions upon 3.10
overview 3.4

OBUF (queue buffer pool} purpose of 3.17
storage requirements, calculation restrictions 3.6
of 5.34 segment types, applicable 3.6
QFIELD, IQF DBD extension statement 7.11 system performance, effects on 3.17
QINDEX data base, IQF (see IQF QINDEX data segment work area (SWR)
base) definition 3.4
QINDEXGEN (IQF utility control shutdown messages, System/3 or System/7
statement) 7.8 BSC 6.8

QPCB, IQF PSB extension statement 7.13 shutdown messages, System/7
QPSBGEN, IQF PSB extension statement 7.14 start/stop 6.20

OSYSFILE (IQF utility control shutdown/restart blocks, System/3 or
statement) 7.3 System/7 BSC 6.13
queue buffer pool (QBUF) sparse index
storage requirements, calculation building of 3.57
of 5.34 SPIE option . R
specification of 1.7,1.10,1.16,1.21 <"
spool SYSOUT print utility program _
randomizing modules, HDAM (see HDANM (DFSUPRTO)
randomizing modules) storage requirements 5.72
record format, log tape 3.60 status change blocks, System/3 or System/7
resident monitor, IMS/VS BSC 6.9
storage requirements 5.16 storage estimates, IMS/VS
restart messages, System/3 or System/7 data bases/data communications systen
BSC 6.7 buffers, IMS/VS 5.27-5.30
RPL blocks (VSAM) control region 5.16-5.25
definition of 2.3 dynamic storage 5.45-5.47

global storage 5.25-5.26
message and batch-message processing

SC1 DIF block size regions 5.47-5.48
formula for 5.38 minimum requirements
SC2 DIF block size exanple 5.57-5.63
formula for 5.38 nucleus 5.19
secondary index data base maintenance PSB pool 5.31-5.45
routine storage requirements
CSECTs, description of 3.58-3.59 example 5.848-5.57

indexing, suppression of 3.58
interface to 3.58
invoked, when 3.57-3.58
resides, where 3.57
use of 3.57
security, data (see data security)
SECORITY preccedure
description 1.3
details 1.29
SEGM, DBD control statement
segment edit/compression, use with 3.8
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data base systen
application programs 5.2
data base buffer pool 5.6
data base work pool 5.7
data management blocks
minimum requirements

5.5

example 5.13-5.15
organization dependent
modules 5.7-5.8

0S/VS modules 5.9-5.10
program specification blocks
storage requirements
example 5.10-5.12
system modules 5.2
data base utilities 5.63-5.72
IQF 7.22-7.27
source data 5.73-5.75
storage estimates worksheet
DB system 5.2
example 5.12
example, minimum systen
DB/DC system 5.18
example 5.56
example, minimum system 5.62
storage requirements, IMS/VS (see storage
estimates)
suppression of indexing 3.56
SYN macro statement
command keyword table, to modify
system data base, IQF (see IQF system
data base)
. System/3 or System/7 BSC
data block format, explanation of
data segment format, explanation
of 6.3-6.4
examples of 6.5
interface errors 6.2
synchronization block format,
explanation of 6.6
error blocks 6.12
input/output blocks 6.10-6.11
load request block 6.13
shutdown/restart blocks 6.7
status change blocks, explanation
of 6.9
transmission sequences, examples
of 6.26-6.29
System/7 start/stop
data block format, explanation of
data segment format, explanation
of 6.14-6.15
examples of 6.16-6.17
IMS/VS responses 6.25
interface, description of 6.13
errors €.13
synchronization block format,
explanation of 6.17
error blocks 6.23-6.24
input/output blocks 6.22-6.23
load request block 6.24
shutdown/restart blocks 6.18-6.19
status change blocks, explanation
of 6.21
— transmission sequences, examples

(;, of 6.26-6.29

5.2

5.15

2.5

6.3

—

6.14

TDDP (line buffer pool)
storage requirements,
of 5.42-5.43
terminals, specific 5.45
transaction code input edit routine

calculation

(DFSCSMBO)
description 4.13
example
description of 4.15
listing of 4.16-4.17
interfaces 4.13-4.14

translate table, 7770-3 output 4,37

user message table (DFSCMTUO)
defining, rules for 4.23
example of 4.24
format of 4.24
naming of 4,23
purpose and use of 4.23
rules for 4.24
ntility programs, storage requirements
of IMS/VS
data base batch backout
(DFSBBO00) 5.66
data base change accumulation
(DFSUCUMO) 5.64
data base image copy (DFSUDMPO)
data base prefix resolution
(DFSURG10) 5.71
data base prefix update
(DFSURGPO) 5.71
data base pre-reorganization
(DFSURPRO) 5.69
data base recovery (DFSURDBO)
data base scan (DFSURGS0) 5.70
HD reorganization reload
(DFSURGLO) 5.68
HD reorganization unload (DFSURGUO)
HISAM reorganization reload
(DFSURRLO) 5.67
HISAM reorganization unload
(DFSURULO) 5.66
spool SYSOUT print

5.64

5.65

5.68

(DFSUPRTO) 5.72

variable-length segments
edit/compression of

VSAM background write
operation of 2.3
purpose of 2.3
specifying 2.3

VSAM buffer pools
storage requirements

VSAM shared resource pool
contents of 2.2
use of 2.2

3.5

5.6

WKAP (general buffer pool)
storage requirements, calculation
of 5.33
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274x DIF block size

formula for 5.38
2972/2980 input edit routine (DFS529800)

description 4.39

functions, required 4.39

interfaces 4.39-4.40

IQF, with 4.39

listing 4.41-4.46

naming of 4.40

system definition requirements 4.40
3270 DIF block size

storage requirements, formula for §5.37
3270 DOF block size

formula for calculating 5.39
3600 DIF block size

formula for 5.38
3741 sign-on exit routine (DFSS3741)

description 4.47

interfaces 4,47

listing 4.49-4.51

name table format 4.48

required functions 4.47

system definition requirements 4.48
7770-3 input edit routine (DFSI7770)

description 4,29

error conditions 4.30

interfaces 4.29-4.30

listing 4#.32-4.33

return codes, special 4.31

special input characters 4,31

systen definition requirements 4.31
7770-3 output edit routine (DFS07770)

assumptions 4,35

description 4,34

error conditions #.35

interfaces U4.34-4,35

listing 4.36-4.37

output translate table 4.37

system definition requirements 4,37

system definition requirements 4.35
7770-3 output translate table

listing, sample U4.38

system definition requirements 4.37

use of 4.37
7770-3 sign-on exit routine (DFSS7770)

description 4.25

error conditions 4.26

interfaces 4.25-4,26

listing of 4.27-4.28

systen de€finition reguirements #4.26
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